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Abstract

Unsteady flow separation and leading-edge vortices (LEV) profoundly impact the aero-

dynamics of insect wings, helicopter rotor blades, and similar systems. The dynamics of such

systems depend on wing pitch rate and pivot location. This study employs direct force measure-

ment and particle image velocimetry to analyze a rotating and pitching flat plate that pitches

from 0◦ to 90◦. The effects of changing reduced pitch rates (K = 0.02, 0.03, 0.05, 0.075,

0.1, 0.2), five non-dimensional pitch pivot locations (xp/c = 0, 0.25, 0.50, 0.75, 1) and two

Reynolds numbers (Re = 5,000 and 10,000) on the aerodynamic lift (CL), drag (CD) and mo-

ment (CM ) coefficients, as well as on the LEV system are investigated. The results show that

the combined effect of K and xp/c governs the resultant aerodynamic response of the rotating

and pitching flat plate. Increasing K at xp/c = 0 results in highest CLmax , CDmax and CMmax

across all cases. The increase in the respective coefficients starts to decrease for the aft pivot

locations and eventually becomes nonexistent at xp/c = 1. A higher K results in a delayed

pitch angle for LEV formation and an increase in LEV strength. Moving xp/c towards the

trailing edge also delays the pitch angle for LEV formation, but results in a decrease in LEV

strength. Based on the induced camber effect of pitching motion, the study introduces a new

trailing edge velocity-based scaling analysis that found to collapse the CL and CD trends for

all K and xp/c cases. Furthermore, the study discusses a noteworthy phenomenon – the dy-

namic convective time shift. Across various xp/c values, a successful temporal shift leads to

the convergence of time histories of CL and CD evolution at a same non-dimensional effective

convective time (t∗eff ). Lastly, changing Reynolds number from Re = 5,000 to 10,000 reveals

a noticeable decrease in CL and CD, which is accompanied by a lower vorticity growth rate at

Re = 10,000.
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Chapter 1

Introduction

1.1 Motivation

The evolution of flapping wing flight over 150 million years has fascinated people for centuries.

In recent decades, scientists have been exploring insects and birds like hummingbirds, dragon-

flies, bees, and fruit flies [1, 2, 3, 4, 5, 6], adding a contemporary touch to this age-old narrative.

The flight of biological insects inspires the designs of micro air vehicles (MAVs) that make use

of a combination of rotating, pitching, or plunging motions to enhance its aerodynamic per-

formance. Various vehicle design concepts such as rotary wing, fixed wing, and flapping wing

have been proposed for MAVs [7, 8, 9, 10, 11, 12, 13]. For small wings, fixed wing vehicles

face the fundamental limits of flight control and lift generation and flapping wings provide rapid

maneuvers, high lift, and thrust at a small scale [14]. Flapping wing flight has been extensively

studied and several reviews have been provided by Sane [15], Lehmann and Dickinson [16],

and Shyy et al.[17]. The single most important aerodynamic phenomenon that is largely re-

sponsible for the success of flapping flight at low Reynolds numbers has been shown to be the

leading edge vortex (LEV) [18, 19]. Figure 1.1 shows the kinematics and prominent features

in insect flight. Research is still ongoing to unfold the exact intricacies involved in flapping

flight due to the mechanical and aerodynamic complexities [20] involved in nature’s optimized

locomotive.

The development of LEVs can also be observed in various other disciplines as well. For

example, large scale vortical structures are produced during time-dependent large amplitude

pitching motion of helicopters due to unsteady flow separation, which are associated with the

phenomenon of dynamic stall [21]. The reports of Ekaterinaris and Platzer [22] confirmed
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Figure 1.1: Kinematics and prominent features in insect flight (Adapted from Hao et al. 2016)

that the dynamic stall phenomenon was initially observed in turbines and rotating wing ap-

plications. Such unsteady maneuvers generate distinct flow structures and aerodynamic loads

which have been a specific area of interest in the recent past. Researchers are keenly inter-

ested in understanding and mitigating dynamic stall as it can affect the stability and control

of helicopters. Dynamic stall process is influenced by various parameters like the free stream

conditions, geometric parameters of the airfoils and pitch rate. Additionally, the pivot location

is also a parameter worth considering, which plays an important role in the unsteady response

of the pitching airfoil as it affects the generation and evolution of important flow structures in

pitching motion such as LEV and wake vortex [23]. Nowadays, researchers adopt a decompo-

sition strategy to simplify the complex kinematics of flapping wing and helicopter flight into

basic canonical motions of translation, rotation, and pitch. This approach enables a systematic
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investigation of motion combinations, facilitating the understanding of LEV physics and laying

the groundwork for future studies involving complex wing kinematics.

1.2 Background

1.2.1 Studies on translating and pitching wing

In the field of fluid dynamics, the pitch rate is normally defined in terms of non-dimensional

reduced pitch rate (K), which is the ratio of the pitching velocity to the translational velocity.

It is mathematically represented as K = α̇c/2U∞. Figure 1.2 shows the schematic represen-

tation of reduced pitch rate in terms of pitching speed α̇ and translational velocity U∞. In

case of translating and pitching flat plates or airfoils, a lot of research has been conducted for

investigating the aerodynamic forces and flow structures. For example, Granlund et al. [24]

did experiments on translating pitching flat plates. They performed direct force measurements

by changing pitch rates and pivot locations and concluded that higher pitch rates give rise to

higher aerodynamic forces. Yu and Bernal [23] conducted experiments on a finite wing in

which they varied the reduced pitch rates (K). They noted that the increase in the coefficient of

lift (CL) was directly proportional to values of K greater than 0.065. Recently, Yu et al. [25]

conducted a comprehensive investigation of unsteady lift, drag, and moment coefficients for a

thin pitching airfoil. Their results indicated that for reduced pitch rates lower than 0.03, the

unsteady aerodynamics is limited to a stall delay effect. For higher pitch rates, the unsteady

response is dominated by a buildup of the circulation, which increases with the pitch rate and

ultimately results in higher aerodynamic forces. They also proposed a Wagner function based

new time-dependent model to capture the trends of normal force and moment coefficients. The

numerical investigation performed by Visbal et al. [26] for unsteady laminar flow past a pitch-

ing NACA 0015 airfoil focused mostly on the development of flow structures. They concluded

that, for a given pitch axis location, increasing the pitch rate caused the dynamic stall vortex to

form at a higher incidence. Pradeep et al. [27] did an investigation on cycle to cycle variations

of pitching cycle for NACA 0012 airfoil using immersed boundary framework. At low fre-

quencies, they observed that the pitching cycles evolved in distinct patterns whereas for higher
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pitching frequencies, LEVs from different cycles merged and evolved to form a vortex cluster

which significantly altered the aerodynamic forces. All these studies show that higher pitch

rates result in increased aerodynamic forces, displaying a linear relationship with the lift co-

efficient. The pitch rate influences unsteady aerodynamics, circulation buildup, dynamic stall

vortex formation, and leading-edge vortex merging, leading to notable changes in aerodynamic

forces.

Figure 1.2: Schematic representation of reduced pitch rate (K)

The pitch pivot location also plays an important role in the unsteady response of the pitch-

ing airfoils and this parameter is mostly investigated along with the reduced pitch rate. In

literature, pivot location is defined in terms of non-dimensional pitch pivot location (xp/c) as

the ratio of the distance of the pivot axis from the leading-edge to the chord length (c). If

the pivot location is at the leading edge, then xp/c = 0 and if we start moving towards the

trailing edge, we can define other pivot locations in terms of their location along the chord.

Figure 1.3 shows the schematic representation of non-dimensional pitch pivot locations at dif-

ferent locations along the chord. Most researchers related the influence of pivot location on

the aerodynamic forces by co-relating with the development of aerodynamic flow structures.

Experiments by Yu and Bernal [23] concluded that the effect of the pivot location caused a

delay of time due to free stream convection from the leading edge to the pivot location and thus

the force data for the pivot location other than the leading edge (LE) could be shifted by the

time delay. Various other researchers [26, 25, 26, 27] also made similar observations that pitch

pivot location affected the LEV evolution and caused a delay in the evolution of the lift and
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drag forces. They established that the impact of LEV was found to increase with the absolute

distance between the pivot axis and the 3/4-chord location. Therefore, for a given pitch rate, the

downstream displacement of the pivot axis resulted in a delay in the formation of the dynamic

stall vortex and in a reduction in the aerodynamic forces of the airfoil. Li et al. [28] found

that the leading-edge vortex grows earlier and the lift coefficient increases with the forward

movement of the pivot location during the upstroke motion, which shows an opposite trend

during the downstroke motion. Such a trend stems from the phase lag in the flow evolution for

different cases. They concluded that the effective angle of attack is the dominant factor of pivot

effect for most time of a period. Therefore, we can say that the pitch pivot location in pitching

airfoils significantly impacts unsteady response, aerodynamic forces, and leading-edge vortex

evolution, emphasizing the need for optimization to enhance aerodynamic performance and

efficiency of pitching wings.

Figure 1.3: Schematic representation of non-dimensional pitch pivot location (xp/c)

Reynolds number also affects the flow evolution and resulting aerodynamics forces on

a pitching airfoil. It is the ratio of the inertial forces to the viscous forces in the flow field.

The impact of varying Reynolds number on the leading edge vortex dynamics of pitching flat

plate was investigated by Widmann and Tropea [29] . It was found that Reynolds number was

responsible for the transition of leading-edge vortex separation from the feeding shear layer on

the airfoil surface. Ramesh et al. [30] introduced a leading edge suction parameter (LESP)
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to predict the initiation of LEV on the surface of wing. They postulated that LEV formation

initiates at a critical value of LESP for a given airfoil shape and Reynolds numbers. Therefore,

for a given Reynold number, the critical value of LESP may be calibrated and it can be used

to predict the LEV formation for various other motion kinematics. Various other researchers

[31, 32, 33, 34, 35, 36, 37, 38, 34] have explored the influence of Reynolds number on force

generation and leading-edge vortex (LEV) development. For example, Garmann and Visbal

[34] studied the effect of Reynolds number (Re = 5,000 – 40,000) on a flat plate and showed

that the aerodynamic loading and flow structure exhibited relative insensitivity to changes in

Reynolds number. Most of the studies [31, 32, 39, 37, 38, 34] have shown insensitivity to

changing Reynolds number. In contrast, some other investigations [33, 35, 36] showed that

increasing Reynolds number led to higher aerodynamic loads and noticeable changes in flow

structures. To conclude, Reynolds number is an important parameter which influences leading-

edge vortex initiation and separation and may or may not influence the aerodynamic loading on

the surface of wing.

1.2.2 Studies on rotating and pitching wing

The combined pitch up and rotation maneuver yields more resemblance to the perching motion

of a bird [40, 41, 42, 38] and is more applicable to the rotorcraft and turbine aerodynamics

[21, 22]. The combination of rotation and pitch remains relatively underexplored in the liter-

ature, with limited studies dedicated to investigating the flow characteristics and aerodynamic

forces. Percin and Oudheusden [43] compared two motion kinematics: pitching while revolv-

ing and surging with a fixed angle of attack. They found that the pitching wing generated higher

forces during the buildup phase due to increased magnitude and growth rate of the leading-edge

vortex (LEV) circulation, favorable LEV position and trajectory, and generation of bound cir-

culation. In contrast, the revolving-surging wing had negligible force generation during the

acceleration phase. Ozen and Rockwell [44] compared the flow structure on the rotating plate

and the equivalent of a purely translating plate and revealed that the vorticity level in the dis-

tributed layer from the leading-edge of translating plate is significantly lower than the vorticity

magnitude of the concentration formed at the leading-edge of the rotating plate. Bross and
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Rockwell [45] discussed the presence of distinctive vortical structures for revolving pitching

wings in comparison with translating–pitching and pure revolving wing cases. They showed

that the vortex system involving the LEV and the TV preserves its coherence in the case of the

revolving–pitching wing, while it is degraded in the case of a pure revolving wing. It is also

revealed that compared to the translating–pitching wing case, in which the LEV moves away

from the leading-edge region relatively quickly, a more stable vortex structure is present in the

revolving–pitching motion. Manar et al. [46] analyzed forces and leading edge vortex charac-

teristics on a flat plate for different wing kinematics. Based on integrated leading edge normal

velocity, a novel time scale was introduced which effectively captured the trends for pitching

and surging cases. Furthermore, the rotational motion demonstrated extended leading edge

vortex stabilization as compared to translating cases. Based on these previous studies, it can

be said that the combined pitch and rotational maneuver generates higher forces in the buildup

phase through increased circulation and favorable LEV trajectory. It also exhibits a more sta-

ble vortex structure and enhanced LEV circulation compared to pure revolving or translating-

pitching motions. However, the scope of these studies was limited to only one aspect of flow

field and was inconsistent in establishing a broader relationship between the effect of reduced

pitch rate, pitch pivot location and Reynolds number on the flow field and aerodynamic loads

of simultaneously pitching and rotation maneuvers.

1.2.3 Quasi-steady estimation of aerodynamic forces

A quasi-steady model [47] can also be used to estimate the evolution of unsteady forces for

the given kinematics. In this model, the instantaneous force Fi is composed of three main

contributions:

Fi = Frevolution + Finertial + Fpitching (1.1)

Here, Frevolution is the force component as a result of the circulatory force due to rotational

motion of the wing. The circulatory force includes the bound circulation at a constant pitch

angle and an additional component due to LEV circulation which would differ for different
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pitch rates and pitch pivot locations. Finertial is the force due to inertia of the added mass of

the fluid acting normal to the wing surface. As the body accelerates or decelerates, it induces

a change in the fluid flow around it. The fluid in turn exerts an equal and opposite force on

the body that manifests itself in terms of Finertial. Lastly, Fpitching is the force due to pitch

up motion of the wing. The pitching motion results in varying local velocities in the chord

wise direction which in turn generates a varying effective angle of attack distribution along the

chord. For leading-edge (LE) pivot, the wing motion creates an upwash along the chord just

downstream the leading edge. This upwash produces an upward induced angle of attack and

the wing sees a higher αeff than αgeo. Higher αeff leads to increased fluid momentum being

exerted on the pressure side of the plate, resulting in a net upward force and consequently

generating additional lift for the leading edge pivot case. The magnitude of upwash is also

dependent on the pitch rate (vupwash = rα̇). A higher reduced pitch rate would result in a

higher upwash and greater αeff , subsequently, resulting in higher lift force. For mid-chord

(MC) pivot, it creates both an upwash and downwash on either side of the pivot location and

they cancel out each other. Therefore, we don’t expect a significant contribution of Fpitching

for mid chord pivot location. For trailing-edge (TE) pivot, the pitching motion is inducing

a downwash along the chord that reduces αeff . Therefore, Fpitching contributes negatively

towards lift for TE pivot location and the magnitude of downwash also increases with K. The

combined effect of Fi = Frevolution +Finertial +Fpitching gives the resultant aerodynamic force

on the surface of wing.

1.3 Scope of current investigation

In reviewing prior research, most of the studies were focused on the translating and pitch-

ing wing cases. The prevailing literature often confined its investigations to isolated aspects of

pitching motion, where the investigations primarily involved the systematic variation of a single

parameter. The resultant conclusions, although valuable, tended to provide generalized insights

into the impact of individual parameters on the flow field and aerodynamic loads. However, in

practical applications, the relevance of rotation and pitch maneuvers becomes more significant,

particularly in contexts of insect wings, helicopter rotor blades, and turbines. Therefore, there is
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a gap in the previous literature as only a limited number of studies have focused on the rotating

and pitching wings due to the challenges associated with the experimental setup and simula-

tions. Furthermore, the interdependency relation of various parameters is yet to be explored.

For example, what would happen if we investigate the effect of changing reduced pitch rate at

different pivot locations or at different Reynolds numbers and then make conclusions based on

those results.

This investigation aims to fill the gap in the previous literature by providing direct insight

into aerodynamic phenomena, flow structures, and the resultant loads on a simultaneously ro-

tating and pitching flat plate. The study employs aerodynamic loads measurement and particle

image velocimetry (PIV) technique in a rotating frame of reference which enables us to capture

instantaneous time resolved flow field information. It systematically investigates the effects of

the reduced pitch rates (K = 0.02, 0.03, 0.05, 0.075, 0.1, 0.2), five non-dimensional pitch pivot

locations (xp/c = 0, 0.25, 0.50, 0.75, 1) and two Reynolds numbers (Re = 5,000 and 10,000)

on the aerodynamic lift (CL), drag (CD) and moment (CM ) coefficients, as well as on the LEV

system. Furthermore, based on the induced camber effect of pitching motion, the study dis-

cusses a scaling analysis which successfully collapses the CL and CD force data for all K and

xp/c cases considered. Lastly, in contrast to the previous studies on pitch pivot location based

convective time scaling, a dynamic convective time shift analysis has been discussed. This ap-

proach is based on the induced flow at the leading edge of the plate and has been found to offer

a better collapse of CL and CD trends for all pitch pivot locations at the same non-dimensional

convective time.
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Chapter 2

Methodology

2.1 Experimental setup

The experiments were performed using a hydrodynamic hover rotor facility with the wing ro-

tated at a constant angular velocity. The facility comprised of a 1.2 m x 1.2 m x 1.2 m acrylic

tank, as shown in figure 2.1. The arrangement was constructed such that the rotation motor

was positioned on a three-tier bearing mount assembly above the tank, while the camera was

mounted co-axially below the tank independently. The rotation motor, a NEMA 34 stepper

motor, was linked to the rotation shaft by belt and timing pulleys. The three-tier bearing mount

assembly was intended to decrease vibrations and maintain the straightness of the rotation shaft

by having multiple points of contact between the frame and the shaft. A mirror holder assem-

bly, specifically designed to secure a mirror, was attached at the opposite end of the shaft. The

mirror holder assembly also housed a servo motor to control the pitch motion and a load cell to

measure aerodynamic loads. Such an arrangement eliminated any fluid dynamic interference

resulting from the load cell and servo motor. For the study, a 0.12 m x 0.09 m elliptical glass

first surface mirror with λ/4 flatness was attached to the mirror holder assembly at 45◦ incli-

nation to observe the flow field in the rotating frame of reference (FoR). Imaging of the flow

field was captured using a high-speed camera mounted beneath the tank. More details of the

experimental setup can be found in [48].

The wing model was pitched about different pitch pivot locations by a waterproof servo

motor that was placed inside the mirror holder assembly. The servo motor had an operating

voltage range of 8.4 – 12.6 volts and was capable of no load pitching speeds of 13 rad/s

and the maximum torque range was 3.24 – 4.9 Nm. A gear mechanism was meticulously
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Figure 2.1: CAD representation of the hydrodynamic hover rotor facility

designed to connect the servo motor to the flat plate. In this configuration, the smaller gear was

affixed to a hollow shaft, which also housed the load cell. The load cell was further connected

to the flat plate via a connecting rod. To ensure a precise and coaxial pitching motion while

preventing lateral displacement or sagging issues, two bearings with distinct spacing were used

to secure the hollow shaft. This entire assembly was firmly housed within a precisely machined

aluminum block. This block, in turn, was connected to the mirror holder assembly through

mounting brackets and screws. Figure 2.2 provides a visual representation of the complete

setup within the mirror holder assembly.

2.1.1 Wing geometry and experimental test matrix

A rectangular flat plate with a chord c = 0.0254 m and span s = 6c was used for experiments.

Using a rectangular wing offered benefits of simpler wing geometry, comparison with theoret-

ical models, and control over specific parameters of interest. The wing model was positioned
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Figure 2.2: CAD representation of the pitching mechanism

approximately 5c distance from the water surface, 7c distance from the bottom wall, and 5c

(wing tip to wall) distance from the side wall to eliminate any wall or free-surface interference

effects [49]. The distance between the root chord and the rotation axis was 0.102 m, and the

radius of gyration was at a distance of 0.082 m from the root, resulting in a Rossby number

of 7.2, which is the ratio of inertial forces to the coriolis effects. The distance from the center

of rotation to the tip of the wing model was taken as the reference position for defining the

tip velocity (Utip = ΩR), where Ω is the rotational speed in rad/s and R is the distance from

the centre of rotation to the wing tip. Time was non-dimensionalized and measured in units of

convective time (t∗) such the t∗ = tUtip/c. The Reynolds number for these experiments was

defined based on the tip velocity of the wing, Retip = ΩRc/ν. To investigate the influence

of Reyonlds number (Re), the rotational speed Ω was increased to achieve Re of 5,000 and

10,000.In defining the Reynolds number, the choice of tip velocity as the reference was made

somewhat arbitrarily. This choice was not driven by a specific focus on tip effects but rather

by a pragmatic consideration of experimental convenience and adherence to established con-

ventions in the field. The reduced pitch rate K was defined as the ratio of pitch velocity to

rotational velocity. In these experiments, rotational velocity was based on the wing tip velocity

and the expression for K was given as K = α̇c/2Utip where α̇ is the pitch rate in rad/s. The

reduced pitch rates considered for these experiments were K = 0.02, 0.03, 0.05, 0.075, 0.1
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Figure 2.3: Comparison of rotation and pitching speed for different reduced pitch rates K

and 0.2. Furthermore, five non-dimensional pitch pivot locations (xp/c = 0, 0.25, 0.5, 0.75, 1)

were defined as the ratio of the distance of the pivot location from the leading edge and the

chord length; where xp/c = 0 represents the leading edge and xp/c = 1 represents the trailing

edge pivot location. The wing was pitched from α = 0◦ to α = 90◦. The complete experimen-

tal test matrix has been given in table 2.1 resulting into 60 test cases in total. Furthermore, the

comparison of different reduced pitch rates (K) with the rotation speed (Ω) have been shown

in figure 2.3 where the dotted line represents the wing rotation speed.

Retip xp/c K

5,000

10,000

0

0.25

0.50

0.75

1

0.02

0.03

0.05

0.075

0.1

0.2

Table 2.1: Experimental test matrix
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2.1.2 Motion control of servo motor

The motion profile of servo motor for pitch control was programmed with a custom built Lab-

VIEW code. The pitch motion of the plate was tracked by images captured by a high speed

image acquisition camera to compare the commanded and measured kinematics. Investigations

involving the unsteady aerodynamic response of an airfoil during pitch ramp motion usually

involve an airfoil pitching from a low to high pitch angles. Ideally, the pitch motion should

have a constant velocity throughout the pitching cycle. However, practical experiments face

limitations due to the finite acceleration and deceleration imposed by the driving system. The

impact of smoothing out the pitch ramp motion has been studied before by various researchers

[50, 24, 51]. It has been concluded that the dynamics of the unsteady stall process remains rel-

atively unaffected by the acceleration and deceleration profile. The initial acceleration briefly

affects the aerodynamic loads and pressure distribution during acceleration, after which these

depend primarily on the pitch angle for a given pitch rate. This allows us to select convenient

acceleration profiles for experiments and simulations without significantly impacting unsteady

stall dynamics. For the present investigation, the hyperbolic-cosine function, originally based

on the work of Eldredge et al. [32] and modified by Granlund et al. [24] was used to match the

acceleration profile of the pitching servo motion across various pitch rates.

α(t) =
2αmax(1− σ)

π2
ln

 cosh
(

π2K
4αmax(1−σ)

(t∗ − t∗1)
)

cosh
(

π2K
4αmax(1−σ)

(t∗ − t∗1 − αmax
K

)
)
+

αmax

2
(2.1)

This function is based on various parameters such as the maximum pitch angle (αmax),

non-dimensional time (t∗), the starting point of the sharp ramp corner (t∗1), the ideal constant-

pitch-rate period (αmax/K), and a smoothing parameter (σ). Acceleration and pitch speed

calibration of the servo motor was carried out by varying the smoothing parameter σ to match

the measured profile. The complete details of the calibration methodology are given in the

Appendix A. A comparison of the measured pitch ramp motion with the revised hyperbolic-

cosine function at Re = 5,000 for reduced pitch rate K = 0.2, αmax = 90◦ and xp/c = 0.5 is

shown in figure 2.4.
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Figure 2.4: Comparison of the measured acceleration - deceleration pitch ramp motion with
the revised hyperbolic-cosine function for K = 0.2, αmax = 90◦ and xp/c = 0

2.2 Aerodynamic loads measurement

Six force and moment components were measured using a water-submergible ATI Nano 17 /

IP 68 force sensor with a resolution of 1/320 N for forces and 1/64 Nmm for torque about

three axis. Aerodynamic loads data were acquired at a frequency of 5 kHz using a custom

built LabVIEW code that synchronized wing motion with aerodynamic loads data acquisition.

Five sets of experiments were performed for each case and then ensemble averaged to get

the final force and moment values. Static tests were conducted to measure forces when the

wing was not rotating, and the data were averaged and subtracted from the averaged loads data

to remove the residual strain of the load cell. The load cell was mounted inside the mirror

holder in such as way that its x-axis and y-axis were aligned with the direction of normal

and axial directions of the rotating wing, respectively. The averaged data were filtered using

a low-pass fourth order Butterworth filter. The cutoff frequency for each case was set at 10

times the pitching frequency to obtain the desired aerodynamic loads and remove electrical

noise and frame vibrations. MATLAB filtfilt command was used to prevent any time shift of

data within the passband. Figure 2.5 depicts the instantaneous single run normal and axial
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forces, superimposed with five run ensemble averaged data then the final data after the filtering

process for K = 0.2 and leading edge pivot location case. It can be seen from the figure that

the magnitude of axial force is much lower than the normal force.

Figure 2.5: Comparison of instantaneous and five run averaged measured normal and axial
forces with the filtered data

2.3 Particle image velocimetry (PIV) in rotating frame of reference

The present study investigates the time-resolved flow field over a rotating and pitching wing at

the radius of the gyration plane using particle image velocimetry (PIV) in the rotating frame

of reference (FoR). To visualize the flow field in the rotating frame, a mirror is mounted on

the bottom inclined surface of the mirror holder. The mirror is positioned at the hub so that it

simultaneously rotates along with the wing. The imaging is done by using a stationary high-

speed camera which is mounted co-axially with the mirror, while a volumetric light source is

used to illuminate the flow field. The flow field evolving over the wing is reflected onto the

mirror as the wing rotates, which is then captured by the co-axially mounted camera. This

method allows for the continuous study of the time-resolved flow field over a rotating wing.
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PIV in rotating FoR operates in a similar manner to conventional PIV in that the tracer

particles are introduced in the flow field and a camera records images of particles illuminated

by a pulsed light source. The displacement between the corresponding particles in consecutive

images can then be found. These displacements are then used to compute the velocity field.

The imaging system used in this study consists of a Nikon 200 mm main lens mounted on the

Phantom VEO 4K 990L high-speed camera which is co-axial with the mirror. The camera has

the ability to capture images at 938 fps at 4096 x 2304 pixels (9.4 megapixels). The illumi-

nation of the flow field is achieved with a LaVision Flashlight–300 LED, which has a warm

white color with an intensity peak in blue light (445 nm). To visualize the flow field, PMMA

rhodamine fluorescent particles were used. The particles have a diameter range of 63 – 75 µm

and absorb wavelengths in the range of 430 – 565 nm and emit light at a wavelength of

590 – 625 nm. A 52 mm Tiffen Orange 21 filter was inserted into the main lens to filter out

reflections from the light source. The schematic for the PIV setup has been shown in figure 2.6.

To account for the rotating field of view in the camera’s FoR, a rotational calibration method-

ology was developed. In order to optimize the quality of raw image data for subsequent PIV

cross-correlation, a series of pre-processing filters were applied using ImageJ software. Each

step in pre-processing serves a specific purpose in enhancing the image quality and ensuring

good signal-to-noise ratio. The details of pre-processing steps and their specific threshold val-

ues are given in table 2.2. The initial step involves background subtraction, where a rolling

ball algorithm with a radius of 50 pixels is applied to eliminate uneven illumination, ensuring

a more uniform background. Subsequently, mean intensity subtraction is employed to mitigate

variations in overall brightness, enhancing contrast for improved clarity. Gaussian Blur is then

applied to smoothen the image and reduce noise through convolution with a Gaussian kernel.

The unsharp mask operation enhances edges and fine details by subtracting a blurred version

of the image. Lastly, the variance operation computes the local variance of pixel intensities

within a 2 pixel radius. Figure 2.7 shows the comparison of a raw image acquired at the radius

of gyration plane with the filtered image after pre-processing steps for xp/c = 0 and K = 0.2.
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Figure 2.6: Schematic (not to scale) of PIV setup with red dotted line showing the spanwise
location of image acquisition

2.3.1 Rotational calibration methodology

In the experimental setup, as a stationary camera was used to capture images of the wing

through a rotating mirror, resulting in a continuous rotation effect about the central axis. There-

fore, a rotational calibration method was developed to mitigate the effect of the rotating field

of view. Furthermore, mere rotation of the images from one azimuth angle did not give good

results because the image distortion was also fixed relative to the sensor.

The procedure for rotational calibration starts with image acquisition of a patterned cal-

ibration board at a specified plane that coincides with the spanwise location of actual PIV

images. It involves conducting discrete calibrations at various azimuth angles. To establish

image-to-object mapping, a 3rd-order polynomial fit is used to correlate the imaged board pat-

tern with its known physical positions. The coordinate system of the calibration plate undergoes

rotation to align with the rotation of the wing. Consequently, each calibration point’s location

is defined with respect to ψ (azimuth angle). In other words, for a specific dot in figure 2.8 (a),

denoted as (x, y, z), its equivalent in figure 2.8 (b) becomes (x′, y′, z′). This adjustment enables
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Step # Operation Value
1 Background subtraction Rolling ball radius = 50 pixels

2 Mean intensity subtraction 7

3 Gaussian Blur Sigma (radius) = 2

4 Unsharp mask Radius (sigma) = 1 pixel
Mask weight = 0.8

5 Variance Radius = 2 pixel

Table 2.2: Image pre-processing filters

Figure 2.7: Comparison of raw image (a) with the filtered image (b) after pre-processing in
ImageJ

the calibration polynomial to effectively map a point in object space at a given azimuth angle,

ψ, to image space. The application of the rotational volumetric calibration method to the ro-

tated dot card in figure 2.8 (b) produces figure 2.8 (c), wherein the calibration plate’s axes align

with those in figure 2.8 (a). For the current experimental setup, calibration images were taken

from recorded data at approximately every 10◦ in azimuth angle, covering a total range of 120◦.

The resulting mapping function, generated from rotational calibration, was then applied to the

raw images resulting in the calibrated images in which the wing rotation effect about the central

axis had been removed and the wing appeared stationary. It created a visual impression that

the camera was also rotating along with the wing. This adjustment significantly streamlines the

analysis of cross-correlated vector fields. More details on this calibration methodology can be

found in the paper by Gururaj et al. [48].

19



Figure 2.8: Coordinate axes in image (a) used as a reference in applying rotational calibration
to a rotated dot card (b) to obtain the resulting calibrated image (c)

2.3.2 PIV image cross-correlation

Image cross-correlation was performed in MATLAB PIV Lab application using the PIV algo-

rithm based on the FFT window deformation. Square interrogation windows were employed

four times with varying sizes of 96, 64, 48 and 36 pixels and corresponding step sizes of 32, 32,

24 and 12 pixels respectively. Auto-correlation was disabled, and high correlation robustness

settings were selected. The velocity field was refined in post processing through the appli-

cation of a standard deviation filter (threshold: 8) to eliminate outliers and vectors with high

uncertainty, while a local median filter (threshold: 3) provided additional smoothing. The mea-

surement uncertainties associated with PIV data are usually due to random error and bias error.

Random error depends on the particle image diameter, interrogation window size, and flow

conditions, and it increases with smaller window sizes [52]. The final window size of 36 x

36 pixels was selected to maintain a balance between the spatial resolution and random error.

Bias error, primarily associated with peak locking tendency for displacements to favor integer

pixel values was found to be significantly less than the random noise error. Knowing the time

between the successive images, the calibration of the velocity field was carried out by dot card
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images (refer figure 2.8) of known displacement. PIV velocity field data in far field was also

compared to the theoretical value of free stream velocity at the spanwise location where the

images were captured. The measurement uncertainity was found to be with in 5%. Further-

more, the PIV correlation coefficient value was found to be varying between 0.88 - 0.92 which

also supported the robustness of cross correlated vector field. The cross-correlated data were

exported and then spatial and temporal vector smoothing, with both spatial and temporal ker-

nels of 3, was applied in a separate MATLAB algorithm. Finally, the post processed velocity

data were loaded into Tecplot software for visualization of the flow field over the wing surface.

Figure 2.9 shows a visual representation of PIV data acquired at radius of gyration plane for

K = 0.2 and xp/c = 0.50 case.

Figure 2.9: Representation (not to scale) of PIV data acquired at radius of gyration plane for
K = 0.2 and xp/c = 0.50
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2.4 Data analysis

2.4.1 Aerodynamic loads data analysis

The load cell was mounted inside the mirror holder, so that its x-axis was aligned with the

normal direction and the y-axis with the axial direction of the rotating wing. In addition to

dynamic fluid loads, this set-up was designed such that the weight of the connecting rod and

the flat plate was also measured by the load cell. During the pitching motion from 0 − 90◦,

the wing’s weight also shifted from one axis to the other. To accurately isolate fluid dynamic

loads from the overall weight of the load cell, the weight of the flat plate and connecting rod

was meticulously measured inside water. The net measured forces in both the x and y axes of

the load cell were subsequently tared by using trigonometric cosine and sine functions. This

adjustment accounted for the weight shifting of the load cell / connecting rod and the fluid

dynamic loads were successfully isolated from the net loads measured by the load cell.

As the pitch angle (α) was known throughout the pitching motion, the aerodynamic loads

data in the normal and axial directions were converted into lift and drag by applying coordinate

transformation equations (see equation 2.2). Subsequently, the lift and drag were normalized

to obtain the lift ”CL” and drag ”CD” coefficients respectively (see equation 2.3), where L is

the lift force and D is the drag force, ρ is the density of fluid, Ω is the steady state angular

velocity, R is the distance of the tip from the axis of rotation, b is the wingspan and c is the

wing chord. Likewise, the moment coefficient ”CM” was determined by dividing the pitching

moment M by the product of dynamic pressure, reference area, and chord length (see equation

2.4). Figure 2.10 (a) shows the schematic of the aerodynamic forces and pitching moment

experienced by the flat plate. The resultant aerodynamic force R is a combination of a normal

and axial forces as measured directly by the load cell. Furthermore, Figure 2.10 (b) shows the

measured normal and axial forces and their associated lift and drag components when plotted

against the non-dimensional convective time for K = 0.1 and xp/c = 0. It can be seen that

neither the maximum value of normal force nor its corresponding non-dimensional convective

time aligns with the maximum value of lift or drag.
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Figure 2.10: Aerodynamic forces and pitching moment on the flat plate (a), Measured nor-
mal and axial forces and their associated lift and drag components plotted against the non-
dimensional convective time for K = 0.1 and xp/c = 0 (b)

L = N cosα− A sinα D = N sinα + A cosα (2.2)

CL =
L

1
2
ρ(ΩR)2bc

CD =
D

1
2
ρ(ΩR)2bc

(2.3)

CM =
M

1
2
ρ(ΩR)2bc2

(2.4)

2.4.2 PIV data analysis

In order to quantitatively investigate the development and progression of the leading-edge vor-

tex in the context of simultaneously pitching and rotating flat plate, the vortex identification

methodology proposed by Graftieaux et al. [53] was employed. The criteria involves the cal-

culation of two scalar fields, Γ1 and Γ2, which are used to identify the regions dominated by

rotation and represent the vortex core. The scalar field Γ1 is calculated by considering only the

topology of the velocity field, and not its magnitude. The magnitude of Γ1 is bounded by one

and is calculated on 2D velocity planes in the chordwise direction, where z is the unit normal

vector of the plane. The vortex center is identified as a local maximum of the Γ1 field. In our

investigation, we computed Γ1 at the radius of gyration plane and established a threshold value
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of Γ1 ≥ 0.8 to pinpoint the regions where Γ1 attains its peak spatial value, thereby signifying

vortex centers.

Γ1(P ) =
1

N

∑
M

[RPM ∧ (UM)] · z
∥RPM∥ · ∥UM∥

=
1

N

∑
M

sin(θM) (2.5)

Once the vortex center is identified, the Γ2 criterion is used to determine the vortex core

size. The previously defined scalar field of Γ1 is modified to take into account the local advec-

tion velocity UP around P. Regions where |Γ2| > 2/π are locally dominated by rotation and

represent a vortex core. The LEV circulation was determined by integrating the vorticity in the

core of the vortex detected by the Γ2 criterion as proposed by Graftieaux et al. [53].

Γ2(P ) =
1

N

∑
M

[RPM ∧ (UM −UP )] · z
∥RPM∥ · ∥UM −UP∥

(2.6)

The Γ2 criterion generates the cutoff boundary for vortex core such that when the LEV is

attached to the plate, the contour encompasses segments of the adjacent shear layer near the

leading edge, which results in augmented strength of the computed LEV circulation. As soon

as LEV detaches from the attached shear layer, there is a slight reduction in circulation. The

observed decrease is actually an artifact of added circulation from the high value of vorticity in

the vicinity of the leading edge during the pitching motion, which is no longer captured by the

Γ2 contour. The circulation of the leading-edge vortex (LEV) is determined by integrating the

vorticity (ωz) inside the vortex core, which is identified using the Graftieaux criteria. The span-

wise vorticity (ωz) and circulation (Γz) data for the 2D slices are then non-dimensioanalized by

the tip velocity (Utip) and chord length (c) of the rotating wing.

ω∗
z =

ωzc

Utip

Γ∗
z =

Γz

Utipc
(2.7)
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Chapter 3

Results and discussions

3.1 Effect of reduced pitch rate

3.1.1 Aerodynamic loads analysis

As discussed in section 2.4.1, the resultant aerodynamic force is perpendicular to the plate’s

surface, with lift and drag acting as projections along their respective directions. The influence

of the reduced pitch rate K on the lift and drag coefficients during pitch motion from 0◦ to 90◦

is depicted in figure 3.1 and 3.2 respectively. The results are shown for all the pivot locations

starting from xp/c = 0 till xp/c = 1. Considering only the mid-chord pivot location (xp/c =

0.50), two prominent effects of K on the lift coefficient are observed: both the maximum lift

coefficient and the corresponding pitch angle for max lift gradually increase with higher K

values. For the lowest pitch rates (K = 0.02 − 0.03), the primary effect of pitch motion is

limited to a delay in the onset of stall. However, for higher reduced pitch rates, K ≥ 0.05,

the influence of unsteady effects become more prominent, leading to a noticeable bump in the

lift coefficient as K increases. Both the peak lift value and the pitch angle at which peak lift

occurs exhibit a consistent increase as the reduced pitch rate K increases. At even higher pitch

rates, the peak lift coefficient continues to increase, but the pitch angle for peak lift reaches a

saturation value at approximately α ≈ 42◦. The maximum lift coefficient and the corresponding

pitch angle show gradual increases but appear to reach a saturation point at K = 0.2, for which

CLmax ≈ 1.86 (at α ≈ 41.8◦).

Similarly, at xp/c = 0.50, as the reduced pitch rate increases, there is a consistent increase

in the drag coefficient, as illustrated in figure 3.2(c). When K ≤ 0.03, the drag coefficient

closely follows the steady theoretical results for a finite wing as given by Glauert [54, 55].
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Figure 3.1: Lift coefficients comparing reduced pitch ratesK = 0.02, 0.03, 0.05, 0.075, 0.1, 0.2
at a constant pitch pivot location xp/c = 0 (a), xp/c = 0.25 (b), xp/c = 0.50 (c), xp/c = 0.75
(d) and xp/c = 1 (e)
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However, for higher reduced pitch rates (K ≥ 0.05), the drag coefficient deviates from the

theoretical steady-state behavior, and a noticeable increase in drag coefficient becomes evident

for K ≥ 0.075. Specifically, at K = 0.2, the maximum drag coefficient (CDmax ≈ 2.4)

occurs at a pitch angle of α ≈ 65◦, exceeding the maximum drag coefficient for K = 0.02 by

approximately two times.

Now, if we consider the pivot location as xp/c = 0 or 1, we start observing unique trends

with respect to variation with K. We can see from figures 3.1 and 3.2 that increasing K for

a constant pitch pivot location does not necessarily leads to an increase in both lift and drag

coefficients. The rise in lift or drag is coupled with pitch pivot location as well. For example,

the respective rise in CL and CD by increasing reduced pitch rate K from 0.02 to 0.2 is highest

for xp/c = 0 as shown in figure 3.1(a) and 3.2(a) respectively. The difference between different

curves starts decreasing for xp/c = 0.50. However, when we move towards the trailing edge

pivot location, we do not observe an increase CL and CD for all K cases and all the curves

fall on top of one another (refer figure 3.1(e) and 3.2(e)). This means that a statement based

solely on reduced pitch rate does not offer definitive prediction of aerodynamic loads. But the

combined effect of reduced pitch rate and pivot location gives the resultant aerodynamic loads

experienced by the wing.

The effect of reduced pitch rate on the moment coefficient of a pitching wing is of paramount

importance for optimizing aerodynamic performance, aircraft stability and structural integrity.

The effect of changing reduced pitch rate from K = 0.02–0.2 on the moment coefficient (CM )

is depicted in figure 3.3, while holding the pitch pivot location fixed at xp/c = 0. As the pitch

angle increases, CM exhibits a consistent increase in negative direction across all the reduced

pitch rates considered. Moreover, CM slope increases progressively when varyingK from 0.02

to 0.2. The most pronounced effect is observed at the highest reduced pitch rate (K = 0.2)

considered in this study, where unsteady aerodynamic effects become more pronounced. This

is manifested by an overshoot in CM at high pitch angles, with CMmax reaching -1.83, more

than two times the maximum CM observed at K = 0.02 (CM = −0.85). Furthermore, it is

noteworthy that all pitch rates exhibit a drop inCM after reachingCMmax , ultimately converging

to a value of approximately -0.75 as the wing approaches 90◦ pitch angle. The pitch angle for
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Figure 3.2: Drag coefficients comparing reduced pitch rates K = 0.02, 0.03, 0.05, 0.075,
0.1, 0.2 at a constant pitch pivot location xp/c = 0 (a), xp/c = 0.25 (b), xp/c = 0.50 (c),
xp/c = 0.75 (d) and xp/c = 1 (e)
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Figure 3.3: Moment coefficients comparing reduced pitch rates K = 0.02, 0.03, 0.05, 0.075,
0.1, 0.2 at a constant pitch pivot location xp/c = 0

CMmax also increases with increasing K. These trends in CM show resemblance to the trends

in normal force coefficient (CN ), the magnitude of which is strongly influenced by the LEV

formed on the wing’s suction side.

3.1.2 Flow field analysis

According to previous studies [24, 56, 57, 26, 58, 59, 60], the increase in lift and drag for

pitching wing is predominantly related to the development of LEV on the leeward side of the

wing. Various researchers [30, 61, 62, 63], have investigated the flow characteristics prior to

LEV formation. The dynamics start with the attached flow condition which is followed by

flow reversal at the plate leading edge. After that, LEV starts forming and ultimately, the

growth and feeding of LEV continues till it detaches from the shear layer. Throughout the flow

evolution, a region of low pressure forms underneath the LEV [64]. This region grows both

in magnitude and size as the LEV develops and then diminishes as the vortex detaches from

the wing, resulting in a drop in lift [65]. The growth of LEV circulation is primarily governed

by the convective fluxes of vorticity into the LEV. The main contributor to this growth is the

vorticity in the shear layer, while the secondary vorticity in the boundary layer beneath the
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vortex slows it growth by vorticity annihilation [66]. To conclude, the dynamics of LEV play a

pivotal role in determining the aerodynamic loads acting on the pitching wing.

Figure 3.4 shows the vorticity plots for varying reduced pitch rates (K = 0.05 − 0.2) at

a constant pitch pivot location (xp/c = 0.50) and pitch angles of 30◦, 45◦, 60◦ and 75◦. At

K = 0.05, a small leading-edge vortex forms and separates from the shear layer. Notably, at

45◦, two distinct small-scale LEVs appear on the wing’s suction side. However, at 60◦ and 75◦,

numerous small-scale vortices shed from the leading edge and lack a coherent vortex structure.

For K = 0.075, the LEV is attached to the shear layer and evolving at 30◦. At 45◦, LEV grows

into a compact structure with increased vorticity magnitude. Progressing to 60◦ and 75◦, we

can see that the first LEV has convected downstream and just like K = 0.05 case, we again

start seeing small scale streak of vortices being shed from the leading edge of the flat plate.

For K = 0.1, at a pitch angle of 30◦, only the formation of a shear layer at the leading

edge of the flat plate is observed. Moving forward to 45◦, the shear layer vorticity rolls up into

a coherent and compact LEV. Even at 60◦, the LEV still remains attached to the shear layer and

progressively grows in size. The vorticity within the shear layer plays a crucial role in feeding

vorticity inside the LEV. At pitch angle of 75◦, the LEV can be seen being separated from the

shear layer, becoming less coherent and convecting downstream. Additionally, a distinctive

positive-sign secondary vorticity near the surface of flat plate can be clearly seen at pitch angle

of 75◦, which is produced due to the induced flow of the leading-edge vortex on the flat plate.

This secondary vorticity eventually disrupts the flow of vorticity being feed from the shear layer

into the LEV and leads to the separation of LEV from its attached shear layer.

ForK = 0.2, we can clearly see that the formation of shear layer and roll-up into LEV has

been delayed to higher pitch angles. At 60◦, a coherent leading edge vortex has been formed at

the leading edge. At 75◦, LEV is still attached to the shear layer and growing in size. Therefore,

the transition from low to high reduced pitch rates leads to significant differences in the flow

evolution. A higher reduced pitch rate causes a delay in separation at the leading edge which

subsequently results in a delay in the pitch angle for the shear layer and LEV formation. Higher

pitch rates also lead to more vorticity being fed into the LEV that eventually becomes more

compact and grows in size. This means that the reduced pitch rate is an important parameter
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Figure 3.4: Vorticity plots comparing reduced pitch rates K = 0.05, 0.075, 0.1, 0.2 at pitch
angles of 30◦, 45◦, 60◦ and 75◦, while keeping the pitch pivot location fixed at xp/c = 0.50

which significantly affects various flow features like the formation and roll up of shear layer

into LEV, amount of vorticity being fed into LEV, attainment of peak vorticity and eventually

the shedding of LEV from the attached shear layer.

In figure 3.4, qualitative evolution of flow field was investigated by changing K from 0.05

to 0.2 at xp/c = 0.50. To gain quantitative knowledge regarding the dynamics of LEV under

same conditions, the non dimensional circulation (Γ∗
z) growth of LEV at the radius of gyration

plane of flat plate is plotted in figure 3.5. The threshold values of Γ1 and Γ2 are set such that

the criteria will detect the vortex core only when the rotationally dominant region is strong

enough to resemble a vortex and it is in the field of view. The Γ2 criterion also include portions

of the adjacent shear layer near the leading edge, contributing to an increase in the strength of

the computed LEV circulation. The temporary detachment of LEV from the shear layer leads

to a momentary reduction in circulation. However, vorticity from the shear layer continues

to contribute to the LEV until it reaches maximum circulation, fully detaches, and convects

downstream.
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Similar to Figure 3.4, separation occurs at an earlier pitch angle for the K = 0.05 case,

leading to the detection of a vortex around 15◦ pitch angle. The vortex circulation exhibits

fluctuating patterns across the graph without a clear trend. However, Γ∗
z does not exceed beyond

-1. The observed circulation fluctuations stem from small-scale vortices being shed from the

leading edge of the flat plate, with their strength continuously varying. For K = 0.075, the

LEV is detected at around 30◦ pitch angle, indicating a delayed separation at the leading edge.

Moreover, the peak LEV circulation is slightly higher compared to the K = 0.05 case. As

the pitch angle increases to higher values, fluctuation in Γ∗
z start showing up due to small-scale

streaks of vortices being shed from LE.

K = 0.1 case shows more distinctive characteristics. Firstly, LEV formation is delayed

to higher α. Furthermore, Γ∗
z continues to increase until it reaches its maximum circulation

at α = 75◦. Afterwards, the LEV completely detaches from the attached shear layer and we

start seeing a decreasing trend in LEV circulation. As already seen in figure 3.4, LEV is more

compact and larger in size for the K = 0.1 case; we also observe the same trend here such that

Γ∗
zmax

is much higher for K = 0.1 than K = 0.05 and 0.075. For K = 0.2, the LEV forms at a

notably higher pitch angle of 60◦. As the pitch angle increases, the vortex circulation shows an

increasing trend but we do not capture the peak LEV circulation. However, considering earlier

trends, Γ∗
zmax

for K = 0.2 is anticipated to exceed that of K = 0.1 due to higher pitching speed

assosiated with it.

3.2 Effect of pitch pivot location

3.2.1 Aerodynamic loads analysis

The previous discussion focused on changing the reduced pitch rate while maintaining a con-

stant pitch pivot location at the mid-chord of the plate. The influence of pitch rate on aero-

dynamic loads production is also significantly affected by the choice of pitch pivot location.

The influence of different pivot axis positions (xp/c = 0, 0.25, 0.50, 0.75, 1.0) on the lift and

drag coefficients is depicted in figure 3.6 and 3.7 respectively, covering the range of reduced

pitch rates from K = 0.02 − 0.2. For the lowest reduced pitch rate (K = 0.02) considered
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Figure 3.5: LEV circulation comparing reduced pitch rates K = 0.05, 0.075, 0.1, 0.2 at a
constant pitch pivot location xp/c = 0.50

in this study, the lift and drag coefficients show insignificant variations across different pivot

locations. As the reduced pitch rate increase to K = 0.2, the dynamic lift and drag curves re-

veal more noticeable effects associated with the pitch pivot location. In particular, a consistent

decrease in the lift coefficient (CL) is observed as the pivot point moves towards the trailing

edge. Furthermore, the slope of the lift coefficient (CL) at lower pitch angles diminishes as the

pivot point (xp/c) changes from the leading edge towards the trailing edge. Furthermore, the

maximum lift coefficient (CL) reduces from 2.6 when xp/c = 0 to 1.3 when xp/c = 1. In the

intermediate range (0.05 ≤ K ≤ 0.1), two distinct characteristics can be observed with respect

to the variation in CL as the pivot point is taken further aft. There is a decrease in CL for aft

pivot locations and the difference between the peaks becomes greater with higher K. Further-

more, the pitch angle corresponding to peak-lift increases for aft pivot locations but saturates

at approximately 44◦. We can say that the pitching motion positively affects the generation of

lift force for leading edge pivot location but for the trailing edge pivot location; the effect is

negative and opposes the aerodynamic lift force.

The evolution of the drag coefficient also changes significantly for different pivot locations

at K = 0.2 as compared to K = 0.02. For low reduced pitch rates (K = 0.02–0.03), the CD
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Figure 3.6: Lift coefficients comparing pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1 at a con-
stant reduced pitch rate K = 0.02 (a), 0.03 (b), 0.05 (c), 0.075 (d), 0.1 (e) and 0.2 (f)
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curves for different pivot locations follow the same trend. At reduced pitch rate K = 0.05, we

observe a slight variation with respect to changing pivot locations. The pivot location effect

starts to become dominant as we move towards higher reduced pitch rates (K ≥ 0.075). At

K = 0.2, we can clearly see a bump at higher pitch angles for leading edge pivot case, which

shows a gradual decrease as we move towards the trailing edge pivot location. The maximum

CD is observed for K = 0.2 case and is found to be 3.3 at xp/c = 0 and drops to the lowest

value of 1.3 for xp/c = 1 for same pitch angle α.

We can also examine the impact of acceleration and non-circulatory forces during transient

motion. This force component accounts for the additional fluid inertia that arises when the

wing undergoes acceleration. At low pitch angles (α), this motion mainly affects lift, while

as the pitch angle (α) approaches 90◦, it predominantly starts influencing drag. For xp/c = 0,

the pitch acceleration at low pitch angle produces a finite non-circulatory force that shows up

as a positive lift increment as seen in figure 3.6 (e,f), whereas the pitch deceleration at high

pitch angle manifests itself as a decrement of drag as seen in figure 3.7 (e,f). In addition, the

magnitude of the force spike continues to increase for higher reduced pitch rates K due to an

increase in acceleration magnitude for higher K.

Unsteady airfoil theory [67] also compliment these results. For mid-chord pivot location

(xp/c = 0.50), the non-circulatory spike is zero, while for trailing edge pivot location (xp/c =

1) it is negative. The non-circulatory contribution to lift at the start of pitch and drag at the end

of pitch motion can be expressed in terms of kinematic expressions as given by [68]:

CLnon-circ =
πc2

4U2
∞

(
1− 2xp

c

)
α̈ (3.1)

CDnon-circ = sin(αmax)
πc2

4U2
∞

(
1− 2xp

c

)
α̈ (3.2)

The trend reversal for trailing edge pitch pivot location (xp/c = 1) can also be seen in

figures 3.6 (e,f) and 3.7 (e,f). There is a negative spike in CL at low α for xp/c = 1 and sub-

sequently a positive spike in CD at α ≈ 90◦. The symmetry of added mass forces between lift

during the pitch-starting transient and drag during the pitch-stopping transient can be attributed

to the directional change of the non-circulatory force in the plate’s normal direction, which
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Figure 3.7: Drag coefficients comparing pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1 at a
constant reduced pitch rate K = 0.02 (a), 0.03 (b), 0.05 (c), 0.075 (d), 0.1 (e) and 0.2 (f)
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depends on the pitch pivot location during the pitching motion. During the initial acceleration

of the wing at xp/c = 0, the added mass force is experienced by the wing in the direction

of wing suction side which results in a positive force spike in lift and the magnitude of spike

increases with higher K due to increase in pitch acceleration (α̈). Whereas during the cessation

of motion at 90◦, deceleration is experienced by the wing, which results in an added mass force

being exerted on the wing pressure side and subsequently results in a negative spike in drag.

The trends become opposite for xp/c = 1 due to change in direction of pitching motion. Now,

the initial acceleration causes an added mass force on the wing pressure side which manifests

itself as a negative force spike in lift. During final deceleration of the wing, a similar force

is experienced by the wing, but this time, it acts on the wing suction side which results in a

positive spike in drag. A study conducted by Yu and Bernal [23] also confirmed the formation

of a starting vortex and stopping vortex during the initial and final transients for the wing re-

spectively. Therefore, the combined effect of both the added mass force and circulatory force

due to starting and stopping vortices manifests itself as spikes in the lift and drag coefficients

for different pivot locations.

If we carefully analyze the rotation and pitching speeds for different cases, we find that for

low reduced pitch rates (K = 0.02 and 0.03), pitching speed is less than the rotation speed and

the effect of pitch induced fluid upwash or downwash for different pivot locations is minimal

due to slow pitching speed. Also, since the constant pitch speed is achieved instantaneously,

there would be a negligible added mass effect. Hence, as a crude approximation, we can neglect

the Finertial and Fpitching for these low reduced pitch rates and unsteady effects will be minimal.

In that case, any force production will be due to circulatory effects due to wing rotation at that

specific pitch angle. The resultant effect of pitching motion will be limited to stall delay and it

would be approximately uniform across all the pivot locations. Therefore, we observe the same

trend for all pitch pivot locations at K = 0.02 and 0.03. Therefore, we can define two regimes

for reduced pitch rate K: Low reduced pitch rate regime (K < 0.05), where the primary effect

of reduced pitch rate is the delay of stall pitch angle, as depicted in figures 3.6 and 3.7. Other

would be high pitch rate regime (K ≥ 0.05); when pitching speed becomes equal or higher than

the rotation speed, the unsteady effects due to reduced pitch rate ‘K’ and pitch pivot location
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Figure 3.8: Trends of maximum lift coefficients (a), and associated pitch angles (b) with chang-
ing reduced pitch rates for different pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1

‘xp/c’ starts becoming dominant and has a significant contribution on the net aerodynamic

loads.

A summary of the effects of pivot axis over a range of reduced pitch rates on the lift and

drag coefficients is presented in figure 3.8 and 3.9. The trends for maximum lift coefficients

with increasing K are reported in figure 3.8(a). For K ≤ 0.075, figure 3.8(a) shows that CLmax

increases almost linearly with K for all pivot point locations, except for the trailing edge pitch

pivot location (xp/c = 1) which shows a slight decrease at K = 0.075. For K > 0.075,

CLmax keeps increasing almost linearly with K for xp/c = 0 → 0.50, but the rate of increase

of CLmax with K decreases for aft pivot locations which ultimately results in a lower CLmax at

K = 0.2 for xp/c = 0.50 as compared to xp/c = 0. For xp/c = 0.75; CLmax seems to saturate

beyond K = 0.075 and remains almost constant. However, CL peak saturation of xp/c = 1

is reached at K = 0.05; beyond which increase in pitch rate starts effecting negatively on

the max lift coefficient (CLmax). Therefore, we can conclude that in high reduced pitch rate

regime (K ≥ 0.05), increasing reduced pitch rate K contributes positively to the lift and is also

proportional to the distance of pitch pivot location to the three-quarter chord point. If the pivot

location is itself at xp/c = 0.75, then CLmax will be insensitive to changing reduced pitch rate

K, as shown in figure 3.8(a). This result is also consistent with the Theodorsen function as

discussed in [47, 69].
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Pitch angles at which the maximum lift coefficients are attained are plotted in figure 3.8(b).

Due to filtering applied to the aerodynamic loads data and smooth stall behaviour of the flat

plate, an exact evaluation of the pitch angle associated with CLmax is difficult at the lowest

reduced pitch rates (K = 0.02, 0.03). For K = 0.02, CLmax is almost reached at approximately

25◦ and saturates afterwards until we observe a decreasing slope at approximately 50◦. In the

intermediate region (25− 50◦); we see a marginal increase in CL from 1.35 to 1.4, which shifts

the pitch angle for CLmax to 36◦ degree for K = 0.02. In case of K = 0.03, the unsteady effect

is more pronounced and CLmax is higher than K = 0.02 and we see a more prominent peak at

approximately 34◦ and beyond that we start seeing a decreasing slope. As already reported in

the previous studies [24, 70], the low reduced pitch rate regime is limited to delay in stall angle

of attack. For high reduced pitch rate regime (K ≥ 0.05); we see an overall increasing trend

of αCLmax
for all pitch rates and pivot locations. If we consider the isolated effect pitch pivot

location, we observe a gradual reduction of CLmax when the pivot point moves from the leading

edge to the trailing edge, but it is associated with a gradual increase of the associated pitch

angle for peak CL as shown in figure 3.8(b). Furthermore, consistent with the previous studies

[24], a saturation of the pitch angle associated with the peak lift coefficient at approximately

42◦ is also observed. According to past literature [71, 23], higher K values are associated

with pronounced unsteady effects and results in changes in flow field characteristics such as the

formation of LEV that significantly affect aerodynamic loads. Furthermore, LEV formation

time is also delayed with increasing pitch rate and pitch pivot location [24]. The delay in LEV

formation time might be associated with a decrease in αCLmax
for xp/c = 0.75 and 1 atK = 0.2

as compared to K = 0.1.

The summary of drag coefficients (CD) with respect to variations in CDmax and αCDmax

is shown in figure 3.9. CDmax increases with increasing reduced pitch rate K for all pivot

locations. αCDmax
also shows an overall increasing trend withK with αCDmax

higher for xp/c =

0 as compared to xp/c = 1. Trailing edge pivot location (xp/c = 1) shows a unique behavior

at K = 0.2, with αCDmax
occurring at 90◦ pitch angle. This deviation in trend can be attributed

to the sharp non-circulatory spike during the pitch stopping transient which causes the CDmax

to occur at the end of pitch motion.
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Figure 3.9: Trends of maximum drag coefficients (a), and associated pitch angles (b) with
changing reduced pitch rates for different pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1

The pivot location effect on the moment coefficient is also an important parameter of in-

terest in the aircraft design. In figure 3.10, a comprehensive analysis of the moment coefficient

(CM ) for five distinct pivot axis locations (xp/c) has been presented, while maintaining a con-

stant reduced pitch rate of K = 0.2. Notably, each pivot point location yields a unique and

discernible behavior. When the pivot location is at the leading edge (xp/c = 0), CM initially

decreases from 0 at α = 0◦ to reach a minimum of -1.83 at α = 60◦, and then starts showing

an upward trajectory as the pitch angle further increases till 90◦. Shifting the pivot location

rearward to xp/c = 0.25, causes CM to monotonically decrease from 0 at α = 0◦ to -0.72 at

65◦, followed by a subsequent increase to -0.4 between 65◦ and 90◦. A notable change occurs

when the pivot is at xp/c = 0.50, as CM changes to positive values. Initially, it increases with

the pitch angle, eventually settling close to zero during the pitch motion from 0◦ to 90◦. At

xp/c = 0.75, we observe a consistent positive trend in CM as the pitch angle increases. Re-

markably, at xp/c = 1, there is a distinctive negative drop in CM at low pitch angle. This dip

is attributed to a non-circulatory spike induced by the angular acceleration at the onset of pitch

motion. Subsequently, CM shows an upward trend, reaching a peak value of 0.78 at α = 56◦.

It is worth noting that the data also reveal that the chord wise position of the center of nor-

mal force aligns closely with the mid-chord of the flat plate. That is why we don’t observe a

dynamic change in CM with changing pitch angle at xp/c = 0.50.
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Figure 3.10: Moment coefficients comparing pitch pivot locations xp/c = 0, 0.25, 0.50, 0.75,
1 at a constant reduced pitch rate K = 0.2

3.2.2 Flow field analysis

Figure 3.11 shows the vorticity plots for varying pitch pivot locations (xp/c = 0, 0.25, 0.50,

0.75, 1) at pitch angles of 30◦, 45◦, 60◦ and 75◦, while maintaining a constant reduced pitch rate

(K = 0.2). Each pitch pivot location exhibits distinctive flow field characteristics. Notably,

the LEV in leading edge pitch pivot location has the highest amount of vorticity associated

with it. Even at a 30◦ pitch angle, a well defined shear layer is formed at the leading edge,

followed by vorticity roll-up into a leading-edge vortex, which subsequently entrains vorticity

from the feeding shear layer. At higher pitch angles of 60◦ and 75◦ , the LEV remains attached

to the shear layer and progressively increases in size and strength. On the contrary, the aft

pitch pivot locations show a consistent delay in pitch angle for the formation of LEV, which is

accompanied with a gradual reduction in the amount of vorticity within the LEV and decrease

in its size. For the trailing edge pivot location, a small LEV is barely noticeable at the leading

edge, and at 75◦, its size is considerably smaller compared to the leading-edge pivot location.

Although the pitching speed is constant across all pivot locations, variations in pitch pivot
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location bring about substantial alterations in flow evolution with respect to the pitch angle for

LEV formation, as well as its size and strength.

Figure 3.11: Vorticity plots comparing pitch pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1 at
pitch angles of 30◦, 45◦, 60◦ and 75◦, while maintaining a constant reduced pitch rate K = 0.2

The quantitative comparison of LEV circulation for xp/c = 0, 0.25, 0.50, 0.75, 1 at a

constant reduced pitch rate (K = 0.2) is shown in figure 3.12. In line with the vorticity plots

shown in figure 3.11, we can clearly see a delay in LEV formation as the the pitch angle α for

vortex detection keeps on getting higher as we progress from xp/c = 0 to 1. At a specific α, the

Γ∗
z for xp/c = 0 is much higher than any of the aft pivot locations. Notably, LEV for xp/c = 1
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case is detected at much higher α and its Γ∗
z is lowest across all xp/c cases considered. This

also indicates that increasing K and shifting xp/c towards the TE can effectively delay shear

layer separation and LEV development. Based on the available data, no definitive comments

regarding Γ∗
zmax

can be made as LEV is still attached to the shear layer at 90◦ pitch angle and

Γ∗
z is still increasing in the negative direction for all the xp/c cases considered.

Figure 3.12: LEV circulation comparing pitch pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1 at a
constant reduced pitch rate K = 0.2

3.3 Scaling analysis of CL and CD coefficients

3.3.1 Induced camber and trailing edge velocity based scaling

In the context of pitching motion, the relative motion of the trailing edge and leading edge

generates a perturbation velocity distribution normal to the airfoil’s chord line, resulting in the

generation of a vortex sheet strength (γb) to maintain chord tangency. A pitch rate exerted about

an axis induces a linear variation in normal perturbation velocity, resulting in a parabolic arc

camber. Thus, pitching motion introduces a geometric rotation into the fluid, generating addi-

tional bound circulation, commonly described as the Magnus force [68], flow curvature effects
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[72], or induced camber effect [67]. Such dynamics contribute significantly to the overall lift

or drag force generated on the surface on wing.

For the attached flow conditions, where the chord line represents a streamline of the flow,

fluid particles follow the path of induced camber. The curvature of the induced camber, specif-

ically aft of the pitch pivot, directly relates to the trailing edge velocity (uTE). The trailing edge

velocity governs the direction and velocity of fluid particles departing the the chord line, while

satisfying the Kutta condition and maintaining flow tangency. The magnitude of trailing edge

velocity in turn depends on the magnitude of reduced pitch rate K and the distance of pitch

pivot location from the trailing edge.

In the case of pitch-up motion and leading-edge pitch pivot location, the flow will be accel-

erated and deflected downward while leaving the chord due to pitch induced camber. Therefore,

the fluid particle will experience a force in the downward direction. An equal and opposite force

will be experienced by the airfoil in the upward direction which manifests itself as an additional

lift due to pitching motion of airfoil and its magnitude is proportional to the trailing edge ve-

locity of the airfoil. In the case of mid-chord pivot location, the flow will again be deflected

downward while leaving the chord. However, as the trailing edge velocity is lower as compared

to the leading-edge pitch pivot case, we would expect less additional lift due to induced cam-

ber effect. For the trailing-edge pivot location, the flow will not be deflected downward as the

trailing edge velocity is zero. The flow would leave tangent to the chord line and we should not

observe additional lift due to pitching motion. This phenomenon can be explained satisfactorily

by the control volume analysis performed for three pivot locations as shown in figure 3.13.

Applying the momentum equation to the Control Volume containing the virtual cambered

airfoil:

d

dt

∫∫∫
cv

ρu dV +

∫∫
cs

u(ρu · n) dA =
∑

F (3.3)

Neglecting unsteady effects (d/dt→ 0)∫∫
cs

u · (ρu · n) dA =
∑

F (3.4)

As there is no mass flux through control surface 2 and 4. Also, A1 = A3 = A. Therefore,
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Figure 3.13: Control volume analysis for different pitch pivot locations

Fy = −ρAvyvx Fx = −ρA(U2
∞ − v2x) (3.5)

Fx and Fy are the forces experienced by the fluid particle. Therefore, an equal and opposite

force will be experienced by the airfoil in terms of lift and drag, respectively.

L = ρAvyvx D = ρA(U2
∞ − v2x) (3.6)

From the control volume analysis, we know that the magnitude of additional lift or drag

due to camber would depend on the components vx and vy of the resultant flow due to induced

camber which in turn depends on the trailing edge velocity, uTE . For the present scaling anal-

ysis, to normalize for any curvature effects due to pitching motion, we add the trailing-edge

velocity to the freestream velocity to define a characteristic velocity (U∗) and use that in the

non-dimensionalization of the lift and drag forces.

U∗ = U∞ + uTE (3.7)

C∗
L =

2L

ρU∗2A
C∗

D =
2D

ρU∗2A
(3.8)
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We can now define a kinematic relation to write the velocity at the trailing edge of the

airfoil in terms of K and xp/c as:

uTE = xp · α̇ =
2U∞K(c− xp)

c
(3.9)

For leading-edge pivot location, uTE = 2U∞K, for mid-chord pivot, uTE = U∞K and

for trailing edge, uTE = 0. Therefore, we can say that additional lift and drag due to induced

camber for the leading edge pivot location is the highest and it diminishes to zero once we start

moving toward the trailing edge pivot location. Figures 3.14 and 3.15 show the lift and drag

coefficient plot for five different pitch pivot locations and varying reduced pitch rates when we

use the characteristic velocity for non-dimensionalization of lift and drag forces. In contrast

to figures 3.6 and 3.7, we observe a good collapse in both scaled lift and drag curves for all

pivot location cases at a constant reduced pitch rate. This data collapse confirms that uTE is the

driving variable that determines the unsteady response.

The above explanation for the collapse of the data on the y-axis for all pitch rates and pivot

locations is based on the assumption of an attached flow condition. However, this justification

approximates reasonably well for the separated flows as well in which there is an evolving LEV

at the leading edge of the airfoil. The rotational region created by the LEV effectively pulls

the fluid back onto the chord, and the fluid leaves the airfoil along chord line. In the case of

separated flow, since the bound circulation is minimal, we would expect the LEV strength to

increase proportional to uTE as it would result in faster flow speeds and increased vorticity

brought about by the rapid rotation.

In our study, we also explored the possibility of using the maximum value of
∣∣U∞ + uTE

∣∣
as a characteristic velocity for non-dimensionalizing the forces. However, we observed that

this choice did not lead to a satisfactory collapse of the aerodynamic loads data across various

pitch rates. We also examined scaling relations involving velocities at the leading edge (uLE),

mid-chord (uMC), and other pivot locations to assess data collapse, but none yielded the desired

result. These findings imply that the hydrodynamic forces acting on the plate arise from the

interaction between the free stream velocity and the trailing edge velocity while undergoing

pitching motion.
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Figure 3.14: Modified lift coefficients comparing pivot locations xp/c = 0, 0.25, 0.50, 0.75, 1
at a constant reduced pitch rate K = 0.02 (a), 0.03 (b), 0.05 (c), 0.075 (d), 0.1 (e) and 0.2 (f)
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Figure 3.15: Modified drag coefficients comparing pivot locations xp/c = 0, 0.25, 0.50, 0.75,
1 at a constant reduced pitch rate K = 0.02 (a), 0.03 (b), 0.05 (c), 0.075 (d), 0.1 (e) and 0.2 (f)
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Figure 3.16: Lift (a) and drag (b) coefficients comparing reduced pitch rates K = 0.02, 0.03,
0.05, 0.075, 0.1, 0.2 at a constant pitch pivot location xp/c = 0, and plotted against the non-
dimensional convective time t∗

3.3.2 Dynamic convective time shift based scaling

It is also possible to analyze the aerodynamic loads data for different pitch rates and pitch pivot

location in terms of non-dimensional convective time which is referred to the number of chord

lengths traversed by the free stream while reaching a specified plate incidence angle, t∗ =

tUtip/c. This would help us to investigate the forces at a constant rotation angle / convective

time for different cases as the rotation speed is constant for a specific Reynolds number. The

effect of changing the reduced pitch rates (K = 0.02–0.2) for a fixed pivot location (xp/c = 0)

on aerodynamic force coefficients CL and CD is shown in figure 3.16. Here, CL and CD are

plotted against the convective time ‘t∗’ for different reduced pitch rates. It can be clearly seen

from the plots that by changing reduced pitch rate from 0.02 - 0.2, the peak values of CL and

CD are higher for higher K and CLmax and CDmax shift towards at an earlier t∗ due to higher

pitching speeds associated with higher reduced pitch rates. This gives us an idea regarding

the magnitude of pitching speed relative to the rotation rate and also compliments the different

reduced pitch rate regimes as discussed in previous section.

In contrast, the plots of aerodynamic forces in terms of CL and CD for a constant reduced

pitch rate (K = 0.075) and changing pivot locations from leading edge towards trailing edge

has been shown is figure 3.17. As a general trend, we can observe that by changing pivot
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Figure 3.17: Lift (a) and drag (b) coefficients comparing pitch pivot locations xp/c = 0,
0.25, 0.50, 0.75, 1 at a constant reduced pitch rate K = 0.075, and plotted against the non-
dimensional convective time t∗

locations xp/c = 0 − 1; peak values of CL and CD for aft pivot locations occur at later t∗

and their corresponding peaks are lower as we move from leading edge to trailing edge pivot

location. This means that there is a delay in convective time associated with different pivot

locations that shifts the CLmax values to a later t∗ for aft pivot locations.

The summary non-dimensional convective time t∗ at which the maximum lift and drag

coefficients are attained is plotted in figure 3.18. The effect of changing reduced pitch rate

(K = 0.02–0.2) for five pivot locations (xp/c = 0, 0.25, 0.50,0.75 and 1) results in CLmax

values occurring at an earlier t∗ for higher reduced pitch rates. For the lowest reduced pitch rate

(K = 0.02) considered in this study, t∗ forCLmax is 16 which means that wing rotates almost 16

chord lengths during its dynamic pitch motion to reach the maximum CL and rotational motion

has the dominance in this low reduced pitch rate regime. Whereas, for K = 0.2, t∗CLmax
= 2

for all pivot locations which gives an idea that pitching speed is higher and it has a significant

contribution in determining the overall unsteady aerodynamic response of the system. Figure

3.18 also shows that there are slight variations in t∗CLmax
among different pivot locations at a

constant reduced pitch rate K. As a general trend, we can see that for a constant reduced pitch

rate K, t∗CLmax
is lower for xp/c = 0 as compared to xp/c = 1. This difference in t∗ can be

attributed to the convective time shift for different pivot locations. K = 0.2 does not conform to

this trend and CLmax for all pivot locations occur at the same non-dimensional convective time
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Figure 3.18: Trends of non-dimensional convective time t∗ for maximum lift (a) and drag (b)
coefficients with changing reduced pitch rates for different pitch pivot locations xp/c = 0, 0.25,
0.50, 0.75, 1

t∗ in this case. Trends for t∗CDmax
are the same as that for t∗CLmax

except that the t∗ value for

CDmax are much higher as compared to CLmax . This because of the fact the maximum value of

drag coefficient occurs late in the pitching cycle when the plate normal force starts contributing

more towards the drag direction.

Previously, Granlund et al. [24] proposed a convective time shift strategy for translating

pitching flat plates. That methodology was based on the pitch pivot location to cater for time

shift of lift and drag trends. For example, for xp/c = 0.50, a constant time shift of 0.5t∗ was

applied to the x-axis with respect to the xp/c = 0 case. Similarly, for xp/c = 1, convective time

shift of 1t∗ was implemented. However, it only considered the effect of pitch pivot location xp/c

and t∗ shift was held constant for a specific pivot location during the pitching motion. Here,

we propose a new methodology that takes into account both the effect of reduced pitch rate K

as well as pitch pivot location xp/c. Furthermore, the convective time shift is also constantly

varying during the dynamic pitch motion from 0 → 90◦. This methodology is based on the

induced flow at the leading edge of flat plate. Pitching motion of the flat plate results in an

induced velocity (vp) at the leading edge, the magnitude of which depends on the pitching

speed and the distance between the leading edge and the pitch pivot location (vp = xp · α̇).

This locally induced flow (vp) will act perpendicular to the wing surface and will result in an

induced angle αind between the local relative flow and the direction of freestream velocity U∞.
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Figure 3.19: Effective angle of attack (αeff ) at the plate leading edge

Therefore, with the superposition of additional local speed vp and freestream U∞, the effective

of attack αeff is reduced for the flat plate as compared to geometric angle of attack αgeo; which

in this case, will be the angle between the chord line and the direction of the local relative flow

as shown in figure 3.19. The magnitude of αeff can be found by equations given below:-

αeff (t) = αgeo(t) + αind(t) (3.10)

where,

αind(t) = tan−1

(
vpy(t)

vpx(t) + U∞

)
(3.11)

The induced velocity vp at the leading edge can be written in terms of reduced pitch rate

K and pitch pivot location xp/c as:

vp = 2U∞Kxp/c (3.12)

From figure 3.20, we can see that vertical component of velocity vpy is vp · cosα and

horizontal velocity component can be written as vpx = vp · sinα. Based on these results, the

effective angle of attack αeff will change constantly during the pitching motion from 0 − 90◦
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Figure 3.20: Horizontal (vpx) and vertical (vpy ) velocity components of the induced flow (vp) at
the plate leading edge

and its magnitude will depend on the instantaneous αgeo, K and xp/c. Now the final expression

for αeff can be written as:

αeff (t) = αgeo(t) + tan−1

[
(2U∞Kxp/c) · cosα(t)

(2U∞Kxp/c) · sinα(t) + U∞

]
(3.13)

Conventionally, convective time (tc) is defined as the number of chord lengths (distance

from leading edge towards the trailing edge) travelled by a fluid particle while travelling at

a speed of U∞. Now, as a result of the induced angle of attack αind, the fluid particle will

move at an angle of αeff instead of αgeo (which is the direction of the chord); and its effective

displacement along the chord will be reduced. Knowing the pitch speed (α̇) and αind at that

instant in time, we can compute the induced time (tind) for the particle to cover the remaining

distance (c− x) along the chord while still travelling at a speed of U∞.

tind =
c− x

U∞
=
αind

α̇
(3.14)

Finally, the effective time (teff ) for the actual particle displacement along the chord can

be defined as a function of conventional time (tc) and induced time (tind) as follows:

teff = tc + tind (3.15)
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The non-dimensional effective convective time t∗eff for the particle displacement at any

instant (t) can be written as:

t∗eff (t) = t∗(t) + t∗ind(t) (3.16)

Simplifying for t∗ind(t) gives:

t∗ind(t) =
tindU∞

c
=
αind(t)

2K
(3.17)

The final equation for t∗eff that includes all the combined effects is as follows:

t∗eff (t) = t∗(t) +
1

2K
tan−1

[
(2U∞Kxp/c) · cosα(t)

(2U∞Kxp/c) · sinα(t) + U∞

]
(3.18)

The lift and drag curves for the three pitch pivot locations (xp/c = 0, 0.50, 1) and K =

0.02 − 0.2 are plotted in figure 3.21, which shows the results for CL and CD when plotted

against the conventional convective time t∗ (figure 3.21 (a),(d)), after applying a constant con-

vective time shift based on pitch pivot location (figure 3.21 (b),(e)) and after applying dynamic

convective time shift (figure 3.21 (c),(f)). As the convective time shift is applied, the peak val-

ues of lift (CL) and drag (CD) coefficients are shifted towards left and occur at an earlier t∗ for

aft pivot locations for both the convective time shift methodologies. Furthermore, the CL and

CD curves for different pivot locations at a constant K collapse during the start of motion but

we start seeing a diversion in trends during later part of pitching motion. For the convective

time shift based on pivot location (figure 3.21 (b),(e)), the t∗ shifting results in collapse during

the start of motion but it causes a significant mismatch between different curves during the

later part. However, for the dynamic convective time shift case, t∗ind will be maximum during

the start of motion at 0◦ and it will continuously decrease during the pitching cycle. At 90◦,

αind will be zero and subsequently t∗ind will also reduce to zero as the wing approaches 90◦.

Henceforth, t∗eff will approach to convectional t∗ at the end of pitching cycle. That’s why the

curves in figure 3.21 (c) and (f) are collapsed better during most part of pitching motion as

compared to figure 3.21 (b) and (e). The initial rise in CL and CD is coincident for all the cases

after applying dynamic convective time shift and for K = 0.02, 0.03, 0.05 and 0.075, CL peaks

also occur essentially at the same t∗eff . For K = 0.1, 0.2; the initial rise is same for all pivot

locations but the difference in CL peaks is much greater and also the drop in CL starts occurring
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Figure 3.21: Lift and drag coefficients comparing reduced pitch rates K = 0.02, 0.03, 0.05,
0.075, 0.1, 0.2 for different pitch pivot locations (xp/c = 0, 0.50, 1), and plotted against the con-
ventional convective time ((a),(d)), convective time shift based on pitch pivot location ((b),(e))
and dynamic convective time ((c),(f))

at an earlier t∗ as we start moving from xp/c = 0.50 → 1 with respect to the xp/c = 0 case.

Same trends can be observed in CD curves as well. The deviation in trends for K = 0.1− 0.2

may be attributed to significant variations in flow field for higher reduced pitch rates K such

that convective time shifting based on induced flow at the leading edge is successful only dur-

ing initial phase of pitching motion and the peak CL and CD values and their corresponding

convective times t∗ do not collapse on both the x and y-axis.

3.4 Effect of Reynolds number

Although previous research pertaining to the effect of Reynolds number on pitching wings

primarily focused on the LEV separation mechanisms and establishing key parameters for pre-

dicting LEV initiation; the influence of Reynolds number on force generation and LEV de-

velopment has yielded inconsistent findings. Notably, various studies [31, 32, 39, 37, 38, 34]

have suggested an insensitivity in both aerodynamic loading and flow structure with respect

to changes in Reynolds number. In contrast, some other investigations [33, 35, 36] indicated

that an increase in the Reynolds number corresponds to an increase in aerodynamic loads and
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noticeable changes in flow structures. Here, we address similar questions in the specific context

of a rotating and pitching flat plate, aiming to provide reasonable justifications for the observed

trends in aerodynamic loads and LEV dynamics.

3.4.1 Aerodynamic loads analysis

The comparison of lift and drag coefficients at Reynolds numbers of 5,000 and 10,000 for two

distinct reduced pitch rates K of 0.02 and 0.2 is shown in Figure 3.22 (a) and (b), while the

pitch pivot location has been fixed at the leading edge (xp/c = 0) of the flat plate. Notably,

the lower Reynolds number consistently yields higher lift and drag coefficients across various

pitch angles. Although the trends in the curves for both Reynolds numbers share similarities,

the slopes of CL and CD are significantly lower for Re = 10,000 compared to Re = 5,000.

At K = 0.2, the maximum lift coefficient (CLmax) is 2.5 for Re = 5,000 and 1.87 for Re =

10,000, while at K = 0.02, it is 1.37 for Re = 5,000 and 0.94 for Re = 10,000. Similarly,

the maximum drag coefficient (CDmax) at K = 0.2 shows a decrease from 3.23 at Re =

5,000 to 2.54 at Re = 10,000, while at K = 0.02, the values change from 1.41 to 1.28 for the

respective Reynolds numbers. Slight variations can also be observed in terms of the pitch angles

corresponding to the maximum CL and CD values. Additionally, the non-circulatory spike is

less pronounced at K = 0.2 in the case of Re = 10,000 due to the maximum acceleration limit

of servo motor, which results in a reduced acceleration for this reduced pitch rate, a lower σ

value in hyperbolic cosine function and subsequently a smoother pitch profile.

At the Reynolds numbers of the present investigation, it can be safely assumed that the pre-

dominant aerodynamic force acting on the wing comes from the pressure differential between

the upper and lower surfaces of the flat plate. Upon non-dimensionalizing the aerodynamic lift

and drag forces, the normalization is achieved with respect to the free stream dynamic pres-

sure, area and chord length. Changing Reynolds number from Re = 5,000 to 10,000 results in

a doubling of the tip velocity, leading to a four-fold increase in dynamic pressure. However, for

equivalent or higher aerodynamic loads at the higher Reynolds number, the pressure difference

between the top and bottom surfaces of the flat plate must increase by a proportionate amount.

The observed lower values of CL and CD at higher Reynolds numbers can be attributed to
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Figure 3.22: Comparison of lift (a) and drag (b) coefficients at Re = 5,000 and 10,000 for
K = 0.02 and 0.2, while keeping the pitch pivot location fixed at xp/c = 0

the fact that, despite the substantial increase in dynamic pressure for Re = 10,000, the static

pressure difference between the top and bottom surfaces of the flat plate does not increase by

the same magnitude. Consequently, the difference in pressure difference is responsible for the

lower CL and CD values at Re = 10,000 compared to Re = 5,000.

We can also analyze the aerodynamic force coefficients at Re = 5,000 and 10,000 while

maintaining a constant reduced pitch rate (K = 0.075) and varying the pitch pivot location

from xp/c = 0 to 1. This comparison is illustrated in figure 3.23 (a) and (b). Similar to 3.22,

changing Reynolds number from Re = 5,000 to 10,000 results in a noticeable reduction in

both aerodynamic lift and drag coefficients. At xp/c = 0, CLmax decreases from 1.9 for Re =

5,000 to 1.46 for Re = 10,000, and at xp/c = 1, it declines from 1.48 to 1.06 for the respec-

tive Reynolds numbers. Similarly, CDmax at xp/c = 0 decreases from 1.79 at Re = 5,000

to 1.48 at Re = 10,000, and at xp/c = 1, the values shift from 1.52 to 1.06 for the corre-

sponding Reynolds numbers. Consistent trends observed in the aerodynamic force coefficients

underscore the profound impact of Reynolds number on the aerodynamic performance of the

system. This noticeable trend stands in contrast to previous studies that suggested insensitivity

in aerodynamic loads while changing the Reynolds number. These observations emphasize the
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Figure 3.23: Comparison of lift (a) and drag (b) coefficients at Re = 5,000 and 10,000 for
xp/c = 0 and 1, while maintaining a constant reduced pitch rate K = 0.075

need to further explore the intricate interplay between Reynolds number and flow characteris-

tics to get better insights into the underlying mechanisms responsible for the lower aerodynamic

performance of the system at the higher Reynolds number considered.

3.4.2 Flow field analysis

The vorticity plots depicted in figure 3.24 show the flow field comparison between Reynolds

numbers of 5,000 and 10,000, for leading-edge pivot location (xp/c = 0) and maintaining a

constant reduced pitch rate (K = 0.075). Notably, the LEV size is considerably smaller for

Re = 10,000 in comparison to Re = 5,000. This discrepancy in size can be associated to a

lower influx of vorticity being fed into the LEV for the Re = 10,000 case. Consequently, the

smaller vortex size and strength leads to a reduced suction pressure on the top surface of flat

plate. The consequence of this phenomenon can be directly correlated to the aerodynamic loads

in terms of CL and CD as well. Specifically, the smaller and lower vorticity laden LEV at Re =

10,000 results in lower values of lift coefficient (CL) and drag coefficient (CD) compared to

the Re = 5,000 case. This intricate interplay between vortex dynamics, suction pressure, and

aerodynamic loads provide valuable insights for analysing the influence of changing Reynolds

number on the aerodynamic performance of the system.
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Figure 3.24: Comparison of vorticity plots for Re = 5,000 and 10,000 at pitch angles of 30◦,
45◦, 60◦ and 75◦ for xp/c = 0 and K = 0.2

The comparative analysis of LEV circulation at Reynolds numbers of 5,000 and 10,000,

for xp/c = 0 and K = 0.075, is shown in figure 3.25. Remarkably, the pitch angle for LEV

formation remains consistent across the two Reynolds numbers. The similarity in pitch angles

suggests that the fundamental mechanisms driving LEV formation remain consistent across

the two Reynolds numbers. However, a notable disparity arises in the growth rate of LEV

circulation for both cases. Specifically, Re = 10000, shows a consistent trend of lower LEV

circulation growth rate with increasing pitch angles. This observed discrepancy has profound

implications, suggesting a reduction in the vorticity influx and consequently, a decrease in the

suction pressure developing on the top of the flat plate. This attenuation of suction pressure can

be directly related to the aerodynamic loads experienced by the flat plate as the coefficients of

lift (CL) and drag (CD) at Re = 10,000 are substantially lower than those observed at Re =

5,000. This detailed analysis underscores the importance of Reynolds number in shaping the

aerodynamic characteristics of the flow, shedding light on the complex interplay between fluid

dynamics and the resulting forces acting on the flat plate.
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Figure 3.25: Comparison of LEV circulation for Re = 5,000 and 10,000 at xp/c = 0 and
K = 0.2

The influence of Reynolds number on LEV growth is influenced by viscous and inviscid

effects. Xu and Nitsche [73] predicted LEV growth with inviscid solutions [74, 75, 76], but

later, the second-order dependence of viscosity on the development of LEVs [65] added addi-

tional complexity in terms of shear layer thickness, leading edge geometry, and characteristic

length scales. In light of these complexities and conflicting arguments, the holistic understand-

ing of the influence of the Reynolds number on LEV development is still not fully understood.

The reduced vorticity growth at Re = 10,000 as compared to Re = 5,000 prompts exploration

of plausible hypotheses to understand the underlying mechanisms such as:

1. Parameters influencing vortex growth on pitching airfoils in terms of varying leading-

edge geometries, shear layer thickness and characteristic length scales have been invesit-

gated by various reserachers [77, 78, 79, 80, 65]. These studies signify the importance

of the Reynolds number based on the leading shape or thickness (Re = ULLE

ν
), which

would impact the thickness of feeding shear layer. The thickness of the shear layer (δSL)

near the leading edge of an airfoil, can be estimated using the Falkner–Skan solution
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Figure 3.26: Schematic representation (not to scale) of mass flux from the shear layer into the
LEV

[81] as δSL ≈ 2.4√
ν/a

, where ν is the kinematic viscosity and a represents the local flow

field near the stagnation point. Figure 3.26 shows the schematic representation of the

mass flux from the shear layer into the LEV. Since a ∝ U−0.5
∞ , the shear layer thickness

is inversely proportional to the square root of the Reynolds number (Re), expressed as

δSL ∝ Re−0.5. Furthermore, Kaden [76] gave the analytical expression for the mass flux

into the LEV as ṁ ≈ 1
2
ρU∞δSL. This means that the higher Reynolds number will have

a lower non-dimensional vorticity growth rate inside the LEV because of lower mass flux

associated with it. Reduced vorticity growth at higher Reynolds number can be directly

associated with reduced LEV strength at Re = 10,000 as compared to Re = 5,000.

2. According to previous research [66], the main contributor to LEV growth is the vorticity

in the shear layer, while the secondary vorticity in the boundary layer beneath the vortex

slows its growth by vorticity annihilation. The vorticity transport equation in the rotating

frame of reference of the wing as given by Buchholz et al. [66] can be written as:
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dΓ

dt︸︷︷︸
Rate of change of circulation

= −
∫
A

uz
∂ωz

∂z
dA︸ ︷︷ ︸

Spanwise convection of vorticity

+

∫
A

(ωx
∂uz

∂x
+ ωy

∂uz

∂y
) dA︸ ︷︷ ︸

Local vorticity tilting

−
∮
δA

(u · nδA)ωz ds︸ ︷︷ ︸
In-plane convective flux of vorticity

−ν
∫

boundary 4

∂ωz

∂y
dx︸ ︷︷ ︸

Diffusive flux of vorticity

+

∫∫
A

(2Ωx
∂uz

∂x
+ 2Ωy

∂uz

∂y
) dA︸ ︷︷ ︸

Contributions due to the rotational accelerations

(3.19)

Analysis of this equation reveals that the fourth term on the right hand side of this equa-

tion i.e ν
∫

boundary 4
∂ωz

∂y
dx is responsible for slowing the vorticity growth by vorticity dif-

fusion. If we non-dimensionalize the vorticity transport equation, then ν
∫

boundary 4
∂ωz

∂y
dx

term scales with 1
Re

, which means that a higher Reynolds number will lead to a lower pro-

duction of secondary vorticity. Therefore, the vorticity in the LEV is expected to be more

pronounced in the case of higher Reynolds numbers. This phenomenon is also seen in the

vorticity plots presented in figure 3.24, where positive sign vorticity is observed near the

plate surface at higher pitch angles forRe = 5,000, whereas it is absent forRe = 10,000.

This means that vorticity diffusion is not responsible for the lower vorticity growth at a

higher Reynolds number.

3. Previous studies [82, 77, 63, 78, 83, 29] have identified two vortex detachment mecha-

nisms by which LEV growth can be terminated on a pitching flat plate. The first mecha-

nism involves flow reversal at the trailing edge, which is similar to bluff body detachment.

If the LEV grows sufficiently, it forms a full saddle in the wake, causing flow reversal at

the trailing edge. This entrains opposite-signed vorticity beneath the LEV and inhibits its

growth through the attached shear layer. The second mechanism to inhibit LEV growth

involves the viscous/inviscid interaction of the primary LEV with the boundary layer.

This mechanism leads to the separation of the boundary layer as a response to the pres-

sure gradient applied by the LEV. This viscous/inviscid interaction highlights the role

of secondary vortical structures, and a lower Reynolds number is normally suggested
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to enhance the influence of this mechanism on the detachment process. The literature

lacks a precise Reynolds number threshold for the transition between these two LEV de-

tachment mechanisms. In our current investigation, varying the Reynolds number from

5,000 to 10,000 could signify a transition between these LEV detachment mechanisms,

which would also affect the LEV growth rate. This potential shift could be a key factor

contributing to the lower vorticity growth at the higher Reynolds number.

As the scope of the current investigation does not specifically investigate the mechanisms

responsible for the reduced vorticity growth at higher Reynolds numbers. The proposed hy-

potheses serve as plausible explanations, emphasizing the need for further investigation and

analysis to pinpoint the exact cause of this decrease in vorticity growth at higher Reynolds

numbers.
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Chapter 4

Conclusions

Based on the results from this study and the data available in the literature, it is evident that

the scope of previous investigations was limited to isolated analyses in terms of the effects of

K, xp/c or Re on the aerodynamic loads and flow field. Consequently, there was a lack of

a comprehensive understanding of the interrelated effects of these parameters. This study has

shed light on this crucial aspect, revealing a significant gap in understanding the comprehen-

sive impact of these parameters on the aerodynamic loads and flow field. The findings of this

research can have potential implications in various engineering applications, such as MAV de-

sign, helicopter rotor blades, and turbines. It can significantly improve design methodologies,

making aerodynamic systems more efficient and responsive in different real-world situations.

The main conclusions drawn from this investigation are as follows:

Effect of reduced pitch rate and pivot location

1. The present investigation demonstrates that the increase in aerodynamic loads with in-

creasing K is also intricately related to the pitch pivot location xp/c. The increase in

aerodynamic loads with increasing K is maximum at xp/c = 0. The relative magni-

tude begins to decrease for aft pivot locations and completely diminishes for the trailing

edge pivot location, at which the aerodynamic loads become insensitive to increasing K

values.

2. Changing xp/c for a range of K values from 0.02 to 0.2 revealed that there is a decrease

in aerodynamic loads as the pitch pivot location moved from xp/c = 0 to 1, but the

relative decrease for different pivot locations depends on the magnitude of K. For the
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lowest reduced pitch rate (K = 0.02) considered in this study, the effect of changing

xp/c is insignificant, but the unsteady effects become increasingly dominant with pitch

rate increase.

3. Analysis of the relative magnitude of pitching and rotation speeds highlights a clear de-

marcation within the experimental test matrix considered in this study. Specifically, when

K < 0.05, the pitching speed lags behind the rotation speed, whereas for K ≥ 0.05, the

pitching speed becomes equal to or greater than the rotation speed. Based on the range

of K tested in this study, this distinction prompts the establishment of a cut off threshold

at K = 0.05, signifying a transition between two separate regimes of aerodynamic loads

as follows:

(a) Low reduced pitch rate regime (K < 0.05). This regime is primarily character-

ized by a delay in the pitch angle of stall and exhibits insignificant variations across

various xp/c.

(b) High reduced pitch rate regime (K ≥ 0.05). In this regime, the unsteady effects

become increasingly dominant asK increases and are most pronounced at xp/c = 0

and eventually become nonexistent at xp/c = 1.

4. Consistent with the previous studies, we observed that a higher K or aft xp/c delays the

pitch angle for LEV formation. However, this investigation delves deeper by quantifying

LEV circulation across various scenarios. Comparison of the vortex circulation across

different cases showed that the LEV circulation increases by increasing K or moving

xp/c towards the leading edge.

Scaling analysis of aerodynamic loads

5. From the control volume analysis for changing xp/c it was observed that the unsteady

aerodynamic loads are due to the pitch induced camber effect which in turn depends

on the magnitude of trailing edge velocity uTE . Non-dimensionalizing the lift and drag

forces by adding uTE to U∞ collapses the CL and CD data across all the K and xp/c
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cases. Although the underlying physics of this phenomenon remains unclear, the pro-

posed scaling analysis remains a unique and significant contribution of this research.

It has the potential to allow us to isolate the root cause of unsteady aerodynamic loads

solely on the basis of the trailing edge velocity, provided that we achieve a comprehensive

understanding of its flow physics.

6. Consistent with the previous research, changing xp/c at a constant K introduces a de-

lay in the evolution of the force with respect to t∗ for aft xp/c. However, the present

investigation offers additional information on the physical mechanisms that the delay in

aerodynamic loads for aft xp/c is due to the induced flow at the leading edge that de-

creases the effective angle of attack of the flat plate. If we non-dimensionalize time with

respect to the effective convective time teff , we are able to collapse the time evolution of

force histories for varying xp/c at a constant K.

Effect of Reynolds number

7. Current investigation revealed that changing Reynolds number from Re = 5,000 to

10,000 results in a lower CL and CD. These results contradict previous studies, which

showed that aerodynamic loads and flow characteristics are either insensitive to changes

in Reynolds number or cause an increase in aerodynamic loads. Flow field analysis re-

vealed that Re = 10,000 was associated with a lower vorticity growth rate compared to

Re = 5,000. Lower vorticity growth and subsequently lower circulation of LEV at Re =

10,000 can be attributed to reduced suction pressure and, subsequently, lower aerody-

namic loads at Re = 10,000. The exact cause of lower vorticity growth at higher Re is

unknown and requires further investigation and analysis.
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Chapter 5

Future work

1. The current study revealed that changing K, xp/c or Re leads to significant variations in

the dynamics of LEV including shear layer formation, peak vorticity buildup in LEV and

eventual shedding from the attached shear layer. Future investigations can be conducted

to explore the physical mechanisms driving LEV growth and exploring the correlation of

K and xp/c with LEV peak circulation and separation. Additionally, a study focusing

on predicting flow separation at the leading edge and LEV formation may offer better

control over the flow field dynamics while optimizing MAV performance.

2. Current experiments employed a wing with aspect ratio 6 and Rossby number 7.2, which

differs from the lower aspect ratios and smaller Rossby numbers typical in actual in-

sect wings. Previous research indicates that lower Rossby numbers induce significant

three-dimensional variations in the LEV dynamics for rotating wings. To address this,

future research is suggested to explore the aerodynamic effects of varying the Rossby

number, ranging from infinity (translating wings) to very low values around 2.5, where

pronounced three-dimensional effects are observed. This approach will enable us to com-

pare the effect of Rossby number on aerodynamic loads and flow characteristics across

different regimes of pitching wings.

3. The current investigation used a rectangular flat plate for experimentation, but it is known

that actual insect wings vary widely in geometry and shapes along with differences in

strength and surface texture. Examples include membranous wings in dragonflies, leath-

ery elytra in beetles, halters in flies for balance, and sawtooth-patterned wings in some

wasps. Recognizing this diversity, future studies can be done to explore different wing
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geometries, shapes, and textures to better understand the effects on aerodynamic loads

and vortex dynamics in pitching wings.

4. In the study of insect wing dynamics, researchers have found that the flapping motion

involves both upstroke and downstroke cycles, leading to changes in aerodynamic loads.

While most studies focus on fixed-pivot cases, recent research on mosquitoes revealed

a movable pivot mechanism. The mosquito’s wings shift the pivot location from LE to

TE during the transition from upstroke to downstroke, thus ensuring positive lift during

most of pitching cycle. This concept of movable pivot combined with the dynamics of

the flapping wing can be investigated in future research to optimize the lift performance

of MAVs.
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Appendix A

Pitching speed calibration of servo motor

In this study, a custom LabVIEW code was employed to program the motion profile of a servo

motor controlling the pitch of a plate. The pitching speed of the servo motor was systematically

varied across a range from 0.5 rad/s to 6 rad/s. To assess the accuracy and effectiveness of the

servo motor’s response, a high-speed Phantom VEO 4K 990L camera with a rapid acquisition

rate of 900 Hz was utilized to capture the complete motion profile. The acquired images were

subsequently processed using ImageJ software to measure the pitch angle at various instances

of time. This approach enabled a comprehensive comparison between the commanded motion

profile generated by the LabVIEW program and the actual motion profile captured through

high-speed image acquisition. The synthesis of LabVIEW programming, high-speed imaging,

and precise angle measurements provided valuable insights into the servo motor’s kinematic

performance in response to varying commanded speeds.

In the study of unsteady aerodynamics during airfoil pitch ramp motion, practical limita-

tions in experiments arise from finite acceleration and deceleration imposed by the driving sys-

tem. Previous research [50, 24, 51] has shown that smoothing out pitch ramp motion minimally

affects the dynamics of unsteady stall processes. Aerodynamic loads briefly depend on initial

acceleration but subsequently depend primarily on the pitch angle for a given pitch rate. This

finding allowed the selection of convenient acceleration profiles in our experiments without sig-

nificantly impacting unsteady stall dynamics. The present study utilized the hyperbolic-cosine

function [32, 24] to match the acceleration profile of pitching servo motion across different

pitch rates. The motion profile is given as:
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This function is based on various parameters such as the maximum pitch angle (αmax),

non-dimensional time (t∗), the starting point of the sharp ramp corner (t∗1), the ideal constant-

pitch-rate period (αmax/K), and a smoothing parameter (σ). The servo motor had a operating

voltage range of 8.4 – 12.6 volts and was capable of no load pitching speeds of 13 rad/s and

the maximum torque range was 3.24 – 4.9 Nm. Based on these parameters, calibration of

the acceleration and pitch speed of the servo motor was carried out by varying the smoothing

parameter σ to match the measured profile. A comparison of measured pitch ramp motion with

the revised hyperbolic-cosine function for various pitch rates α̇ ranging from 0.5 rad/s till 6

rad/s, αmax = 90◦ has been shown in figure A.1.

The sigma (σ) values corresponding to different α̇ cases were plotted, and a polynomial

curve was fitted through the data points. The resulting equation was uses as a calibration

equation to calibrate the motion profile of a servo motor across various K cases. This process

ensured accurate profile to the servo motor’s motion based on the specific values of K. Same

has been shown in figure A.2.
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Figure A.1: Comparison of revised hyperbolic cosine function with pitching profile of servo
motor at 0.5 rad/s (a), 1 rad/s (b), 2 rad/s (c), 3 rad/s (d), 4 rad/s (e), 5 rad/s (f), 6 rad/s (g)
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Figure A.2: Pitch profile calibration of servo motor
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