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Abstract 

 

 

 Increasing atmospheric carbon dioxide concentration is a consequence of 

increasing energy consumption. As a result, developing ways to manage excess CO2 

emissions has become a vital concern to avert the exacerbating effects of global 

warming. This has given rise to ideas for the utilization of greenhouse gases like CO2 

as cushion gas for energy storage systems and subsurface sequestration of excess 

captured greenhouse gases. The potential geochemical reactivity of CO2 with brine in 

porous aquifers and corresponding implications on the operational system is uncertain. 

Additionally, the rate and extent of trapping, including how much of the injected CO2 

will be permanently stored as minerals, is not well understood.  To enhance 

understanding of geochemical reactions in these systems with varying flow conditions 

and aquifer properties, this study will 1) use micro-continuum scale numerical 

simulations to assess the potential of utilizing CO2 as a cushion gas for compressed 

energy storage and 2) leverage field-scale numerical simulations to evaluate the 

optimum aquifer properties for maximizing CO2 sequestration in porous saline aquifers. 

Core scale reactive transport simulations were used to evaluate the geochemical 

reactions that occur during injection and extraction flow cycles for a compressed energy 

system in a porous saline formation using CO2 as cushion gas. The results of the cyclic 

flow regime simulation for the energy storage scenario are compared with a model that 

simulates CO2 sequestration by considering an injection-only flow regime. Results 

show that in the injection-only flow regime, larger extents of dissolution occur. The 

dissolution extent is limited during the continuous cyclic flow of acidified brine. This 

implies that CO2 is a viable choice of cushion gas. Further investigation of the CO2 

potential as a cushion involves determining the impact of the operational schedule of a 

compressed energy system on the geochemical reaction pathway in the system. For this 

study, the operational schedule which comprises injection, withdrawal, and reservoir 
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closure was used to simulate the periodic operational schedule. This operational 

schedule was compared to the continuous injection and extraction cycling operational 

schedule to understand the impact of the storage duration. The geochemical reaction 

results show that the operational schedule does not have a significant effect on the 

geochemical evolution of the formation used for compressed energy storage. In 

addition, field scale reactive transport simulation is leveraged to enhance the 

understanding the influence of aquifer properties (porosity, permeability, depth, and 

carbonate mineralogy) on the overall geochemical reactivity in the reservoir and CO2 

trapping potential. Here, the simulations reveal that the considered aquifer properties 

impact the sequestration efficiency, defined as the rate at which the CO2 injected into 

the aquifer is converted to aqueous or mineralized CO2. Based on the studied properties, 

the impact of aquifer properties on CO2 evolution depends on the stage of the 

sequestration project. The final study on the heterogeneity of aquifer shows that the 

potential to accurately estimate the sequestration efficiency of a formation will present 

more uncertainty during the injection phase which will reduce as the simulation 

timeline increases.  
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1. Chapter 1 

1.0 Introduction 

Utilization of captured CO2 and geologic CO2 sequestration are essential 

approaches to reducing atmospheric CO2 emissions. These processes can help make 

energy production from hydrocarbons more environmentally friendly as flue gases 

captured from these plants are utilized in an environmentally friendly way or injected 

into porous saline aquifers for permanent storage. However, one important concern is 

the geochemical consequences of CO2. As a result, it will be important to understand 

the criteria for efficiency in utilizing and sequestering the injected CO2. Previous 

studies have investigated various aspects of sequestering and utilizing CO2 (Kharaka 

and Cole 2011; Z. Zhang and Huisingh 2017; De Coninck and Benson 2014a). These 

studies have also applied various experimental and modeling techniques toward this 

goal (C. I. Steefel et al. 2015; Xu, Apps, and Pruess 2004a). 

 In a porous saline aquifer, the CO2-brine reactions create geochemical 

conditions that may result in mineral dissolution and precipitation reactions (Ahmmed 

et al. 2016a; Deng et al. 2017). However, the impact of the flow conditions of the CO2-

brine in the porous aquifer is not understood. During the operation of the CO2 storage 

system, the added complexity of the flow cycle regime on the overall geochemical 

reaction in the storage aquifer is not well understood. These geochemical reactions have 

an impact on sequestration efficiency. Aquifer properties can also impact sequestration 

efficiency which has largely not been studied. This thesis provides an answer to how 

aquifer flow conditions and properties impact CO2 sequestration. The specific flow 

conditions evaluated in this study include the uni-directional flow condition, bi-

directional flow condition, and bi-directional flow condition with storage period. Also, 

the aquifer properties evaluated include the depth, porosity, permeability, and carbonate 

mineralogy. The relationship between these aquifer properties and flow conditions is 

evaluated with a numerical modeling technique to understand how it affects CO2 

sequestration in porous saline aquifers. 
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1.1 Assessment of Geochemical Limitations to Utilizing CO2 as a Cushion Gas in 

Compressed Energy Storage Systems 

 Compressed Energy Storage (CES) in subsurface formations is a promising 

means of long-term, large-capacity, energy storage required to increase reliance on 

renewable energy by eliminating the fluctuation associated with renewable energy 

production. CES systems store and produce energy through injection and extraction of 

gas, referred to as a working gas. When energy production exceeds demands, the gas is 

injected into the storage formation and then extracted and used to drive a turbine and 

recover energy when demands exceed production. To establish the storage system, a 

cushion gas that will remain in the formation throughout the system operation is first 

injected followed by the working gas. CO2 is a promising choice of cushion gas and 

previous studies on the utilization of CO2 as a cushion gas have shown its properties 

may increase operational efficiency (C. M. Oldenburg, Stevens, and Benson 2004; 

Laille, Molinard, and Wents 1988; Dussaud 1989). However, the injection of CO2 in 

saline aquifers has been studied extensively in the context of geologic CO2 

sequestration. These investigations have revealed dissolution of CO2 into the formation 

brine following injection lowers pH and results in the dissolution of carbonate and 

aluminosilicate minerals, buffering pH and creating conditions favorable for 

precipitation of secondary minerals(Ketzer et al. 2009; Liu et al. 2013; Ellis et al. 2011; 

Gharbi et al. 2013; Xiong et al. 2018b; Zou et al. 2018b; Fazeli et al. 2019; Farquhar et 

al. 2013). In energy storage systems, these reactions may intensify the migration of the 

cushion gas away from the injection well and further into the formation or enhance the 

trapping of the cushion gas near the well, depending on if reactions result in increases 

or decreases in formation permeability.  

 As the CES system is established, the injection of the cushion gas to develop 

the gas bubble mimics that of geological CO2 sequestration systems with unidirectional 

flow. Following this, however, CES systems deviate with the injection of a potentially 
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different composition working gas that is cycled over periods of hours to months for 

energy storage or production(Carden and Paterson 1979; Crotogino et al. 2010; Carr et 

al. 2014). The geochemical influence of the cyclic flow regime of CES systems on 

geochemical reactions at the cushion gas-brine interface in the porous aquifer is not 

well understood and is the focus of this work.  This region is selected as it is anticipated 

to be the region most impacted by mineral dissolution reactions. 

 A reactive transport simulation for the cyclic flow conditions corresponding to 

energy storage in porous formations is developed. Simulation results are compared 

quantitatively and qualitatively to those for a similar system considering geological 

CO2 sequestration in the same formation to deduce differences or similarities in 

potential geochemical reactions due to the flow regimes of the two systems. This work 

examines: 

 

• The rate, extent, and impact of potential geochemical reactions at the gas 

dissolution zone under cyclic and uni-directional flow conditions.  

 

• The evolution of formation brine, mineral volume fractions, and mineral 

porosity in the CO2 sequestration system compared to the energy storage 

system.  

 

1.2 Effect of Energy Storage on Geochemical Reactions in Porous Aquifer Energy 

Storage Systems  

 The intermittency of renewable energy production requires reliable storage to 

achieve energy security through renewable energy (van der Linden 2006). Efforts to 

increase and improve energy storage have included fast discharging, low capacity 

options like lead-acid batteries to slow discharging, and high capacity options like 

pumped hydro and compressed energy storage(Dunn, Kamath, and Tarascon 2011). 

The high-capacity options like compressed energy storage store bulk energy in 
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megawatts for hours to months, which offers increased reliability in grid-scale 

applications of renewable energy. The storage mechanism in the compressed energy 

storage system involves injecting cushion gas into the subsurface to maintain pressure 

and further injecting a working gas during the period of low energy demand and 

extracting the gas to power turbines during periods of high energy demand.  

 A variety of gases including nitrogen (Pfeiffer and Bauer 2015a; Bauer et al. 

2015), native methane (Curtis M. Oldenburg 2003), and air (Succar and Williams 2008) 

have all been considered potential cushion gases. It was in the wake of geologic CO2 

sequestration that studies began to investigate the potential of using CO2 as a cushion 

gas. While CO2 is a favorable choice of cushion gas from its physical property point of 

view, there could be potential geochemical implications of reactions between CO2, 

formation brine, and formation minerals that could pose to be a challenge to system 

operation (Z. Zhang and Huisingh 2017).  A previous study by Iloejesi and 

Beckingham (2021) has shown that there is no geochemical limitation of continuously 

cycling of CO2 as cushion gas for energy storage. The new challenge lies in the fact 

that there are different types of operational schedule that could result to different in 

flow conditions in energy storage systems. Operational schedules in most subsurface 

storage aquifers integrate duration of storage or shut-in which is when the injected gas 

is allowed to sit in the aquifer with little to no flow in the storage reservoir before it is 

extracted to meet demand. This operational schedule that includes duration of storage 

between the injection and extraction flow cycles can be referred to as the periodic 

schedule. The resulting geochemical reactions and implications for these types of 

operating conditions have not been considered. This study compares the difference 

between the already understood geochemical evolutions of porous aquifer–compressed 

energy storage systems operating with a continuous schedule with the geochemical 

evolution when the system operates using the periodic operational schedule. Here, 

reactive transport simulations are developed considering daily cyclic interactions 
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between CO2 utilized as a cushion gas, formation brine, and formation minerals over a 

15-year study period with the aim to enhance understanding of:  

 

• The rate and extent of potential geochemical reactions in porous saline aquifer 

utilized for energy storage which operates using a periodic schedule.  

 

• The evolution of major ions in the formation of brine, formation minerals, and 

porosity for each system is tracked and compared to aid in the understanding of 

the use of CO2 as a cushion gas for compressed energy storage systems in 

porous saline aquifers operating with a periodic schedule. 

 

1.3 Field Scale Insight Towards Understanding Impact of Aquifer Properties on 

Extent and Timeline of CO2 Trapping. 

 The geochemical timeline for attaining mineralization of injected CO2, 

however, is not well understood. Several factors have been identified in previous 

studies that affect the efficiency and rate of mineralization in a storage site. This 

includes the vertical permeability of caprocks, the residual CO2 saturation in aquifer 

rocks, the abundance of potential cations, and the reactive surface area of silicate rocks 

(Bourg, Beckingham, and DePaolo 2015). Core scale evaluation of potential target 

formations has identified the importance of abundant iron, magnesium, and calcium 

cations in silicate and oxide minerals which can neutralize acidified brine and 

eventually mineralize into new carbonates (S. Zhang and DePaolo 2017). It is shown 

that the ease with which these species can be released by the potential host rock can 

facilitate the further reaction and hence increase storage efficiency (Kelemen et al. 

2011; J. M. Matter et al. 2016; B. Peter McGrail et al. 2017). The mineral reactive 

surface area has a noted impact on geochemical reactions where higher reactive surface 

areas increase the rate of mineral reactions (Qin and Beckingham 2021b).  
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 While these nano- and microscale properties have shown to contribute 

significantly to understanding the storage efficiency, it is also important to understand 

how field-scale properties correlate to potential geochemical reactivity necessary for 

CO2 trapping. Typically, field-scale subsurface characterization is conducted before 

CO2 injection to determine aquifer suitability for storage. Most storage site 

investigations produce data on the porosity, permeability, mineralogy, stratigraphy, and 

depth and thickness of the storage formation(s). These are used to predict the stress-, 

and flow state of the subsurface and as indicators for the feasibility of subsurface CO2 

sequestration in the targeted formation. For instance, porosity and permeability are 

typically used to evaluate the ease of injection. Core samples extracted during borehole 

drilling can be used to help determine the mineral composition. The stratigraphy 

evaluation of the borehole log confirms the presence or absence of a caprock formation. 

The depth of storage is a critical factor to consider in most subsurface storage processes 

because of its impact in achieving a supercritical state of injected CO2. Furthermore, 

depth influences aquifer deliverability (Pfeiffer and Bauer 2015b). Petrologically, the 

depth is critical in characterizing the texture and compactness of the formation grains. 

This implies that depth would have an impact on the permeability and porosity of the 

formation (X. Wang and Economides 2013). The trend typically shows that some 

deeper formations are less porous or permeable than shallower formations. The 

disparity in grain size distribution can be accentuated with increasing thickness of the 

formation. Despite this direct information gained during site investigation, the nano and 

core scale are typically used to infer the magnitude of potential geochemical reactions 

and CO2 mineralization potential of a storage site.  

 This study conducts a field-scale simulation study of CO2 sequestration to gain 

insight into how different aquifer properties could affect CO2 trapping and the timeline 

of storage processes. Here, the evaluated aquifer properties include the depth of storage, 

aquifer thickness, the volume fraction of carbonate minerals, porosity, and 

permeability.  
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• The study approach simulates small to large variations of each aquifer property 

as compared to a base case model to evaluate the impact of each aquifer property 

on CO2 trapping.  

 

• This study will provide a metric to understand the relationship between aquifer 

properties and CO2 trapping potential.  

 

1.4 Impact of Aquifer Heterogeneity on Simulated CO2 Trapping Mechanisms in 

Porous Saline Aquifers 

 Each time the subsurface is utilized for the development of CO2 sequestration 

technology, there are myriads of potential considerations to guarantee the success of 

the project. Subsurface site investigation is one of the major approaches to ensure that 

storage aquifers meet these guidelines to guarantee the success of the project and the 

onsite safety of all concerned stakeholders involved in the project(Doughty et al. 2007). 

Hence, the site investigation process is initiated before developing a project to evaluate 

the several conditions that present opportunities and threats to the successful 

completion of the intended project(Niemi et al. 2017). An intensive subsurface site 

investigation is one of the major prerequisites to guaranteeing the onsite safety of all 

concerned stakeholders involved in the project (NETL 2015). The prohibitive cost of 

these site investigations implies that a select portion of the site is investigated.  Hence, 

the suite of geological wellbore log information and core sample data used for 

estimating and evaluating the storage capacity and response of the entire formation to 

CO2 injection is estimated from select points in the formation. Nevertheless, the 

borehole logging, geophysical mapping, core sample analysis, well testing, and 

geological mapping from these select spots still provide meaningful overall insights 

into the suitability of the target formation to store CO2 storage. 
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 However, the results from the field-scale site investigation show that the aquifer 

properties vary at different locations in the same aquifer (Zemke, Liebscher, and 

Wandrey 2010). Moreover, the heterogeneity of aquifer properties has been found to 

impact the fluid flow and the variation in aquifer property impacts the geochemical 

reaction to sequester CO2 in the target formation (Wardlaw and Petroleum 1976; Weber 

1982). This implies that if the aquifer properties that have been understood to control 

the CO2-brine interaction vary beyond how it could be sufficiently generalized from 

field scale site investigation. Thus, an understanding of the impact of geologic 

heterogeneity encountered during the migration of the injected CO2 away from the point 

of injection becomes necessary.  

 These formation heterogeneities are typically considered to be a result of the 

evolution in the grain size, geometry, and internal structure of the original sediment 

composition of the aquifer to the final structural features and diagenetic alterations 

(Morad et al. 2010). Lithological heterogeneities can result from various features like 

the alternating presence of good reservoir facie with poor quality facies as seen in 

Stuggart formation (Förster et al. 2006), or the presence of faults in a formation (Juhlin 

et al. 2007) which are all critical details that inform the vicinity and depth of injecting 

CO2 in the subsurface. These lithological features influence the porosity and 

permeability of the formation. The lithological influence on the hydrogeological 

features affects the rate and transport of fluid in the subsurface which have been found 

to impact the CO2-migration front to cause fingering effect and ultimately impacting 

injectivity(Lengler et al. 2010). Consequently, the micro-scale through hecto-scale 

heterogeneities in the formation exert influence to the formation that needs to be 

understood. 

 The model used for the study will simulate the heterogeneity impact on 

hydrogeology which would be captured by considering spatial heterogeneity of porosity 

in the model. The other model presented in this study will capture the impact of 

subsurface heterogeneity on the geochemical process by considering a spatial 
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heterogeneity of carbonate mineralogy in the model and the variation of aquifer 

temperature and pressure properties with depth. This study uses numerical modeling to 

analyze the CO2 mineralization efficiency by answering the following question: 

• What is the geochemical impact of spatial heterogeneity associated with 

geothermal gradient, porosity, and carbonate mineralogical composition on the 

sequestration efficiency of a heterogeneous formation?  

 

• How does the heterogeneity impacts the prediction of sequestration efficiency 

of a formation? 
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Abstract 

 Compressed Energy Storage (CES) of air, CO2, or H2 in porous formations is a 

promising means of energy storage to abate the intermittency of renewable energy 

production. During operation, gas is injected during times of excess energy production 

and extracted during excess demands to drive turbines. Storage in saline aquifers using 

CO2 as a cushion or working gas has numerous advantages over typical air storage in 

caverns. However, interactions between CO2 and saline aquifers may result in potential 

operational limitations and have not been considered. This work utilizes reactive 

transport simulations to evaluate the geochemical reactions that occur during injection 

and extraction operational cycles for CES in a porous formation using CO2 as cushion 

gas. Simulation results are compared with similar simulations considering an injection-

only flow regime of geologic CO2 storage. Once injected, CO2 creates conditions 

favorable for the dissolution of carbonate and aluminosilicate minerals. However, the 

dissolution extent is limited in the cyclic flow regime where significantly smaller 

dissolution occurs after the first cycle such that CO2 is a viable choice of cushion gas. 

In the injection-only flow regime, larger extents of dissolution occur as the fluid 

continues to be undersaturated with respect to formation minerals throughout the study 

period and porosity increased uniformly from 24.84% to 33.6% throughout the 

simulation domain. For the cyclic flow conditions, porosity increases non-uniformly to 

31.1% and 25.8% closest and furthest from the injection well, respectively.  

https://doi.org/10.1089/ees.2020.0345
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2.1 Introduction 

 Compressed Energy Storage (CES) in subsurface formations is a promising 

means of long-term, large-capacity, energy storage required to increase reliance on 

renewable energy and eliminate the fluctuation associated with renewable energy 

production(Succar and Williams 2008; Cavallo 2007; van der Linden 2006; Schoenung 

and Hassenzahl 2001). Potential geological storage formations include caverns and 

porous formations, such as depleted gas reservoirs and saline aquifers(Pfeiffer and 

Bauer 2015a; Ozarslan 2012; Bary et al. 2002; Bo Wang and Bauer 2017). Porous saline 

aquifers are particularly favorable due to their large potential storage capacity and the 

ubiquity of potential storage sites(Succar and Williams 2008; Bo Wang and Bauer 

2017; Mouli-Castillo et al. 2019; Sopher et al. 2019). Porous saline aquifers, however, 

have not been previously used for compressed energy storage and involve additional 

complexities as compared to storage in caverns including multi-phase flow and 

geochemical reactions that are not well understood and may impact system operation 

or efficiency(Beckingham and Winningham 2019; R. D. Allen 1981).  

 CES systems store and produce energy through injection and extraction of a gas, 

referred to as a working gas. When energy production exceeds demands, the gas is 

injected into the storage formation and then extracted and used to drive a turbine and 

recover energy when demands exceed production. To establish the storage system, a 

cushion gas that will remain in the formation throughout the system operation is first 

injected followed by the working gas. The cushion gas may be the same or different in 

composition as the working gas but mainly serves to ensure adequate operational 

pressure to facilitate extraction(Carden and Paterson 1979). During injection of the 

cushion gas into the brine saturated porous aquifer, three distinct zones are created as 

the injected gas pushes brine away from the injection well(Cui et al. 2018). This 

includes a gas saturated or “dry-out” zone near the well surrounded by a two-phase gas 

and brine mixing zone and single-phase brine saturated zone furthest from the well 

(Figure 2.1). The working gas, the same or different in composition to the cushion gas, 
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is then injected into the porous aquifer and recycled for energy generation. Previous 

studies have identified that a third of volume of the injected gas is stored in the porous 

saline aquifer as cushion gas to ensure isobaric extraction during operation(Carden and 

Paterson 1979). At the gas/brine interface, gas dissolves into the brine phase and water 

into the gas phase, controlled by their mutual solubilities. Depending on the choice of 

working or cushion gas and storage formation, the properties of the gas phase may vary 

from ideality and some phases may even exist as supercritical phases in the storage 

formation where air, CO2, H2 and gas mixtures have been considered as working or 

cushion gases (Beckingham and Winningham 2019). 

CO2 is a promising choice of cushion gas where previous studies on utilization 

of CO2 as a cushion gas have shown its properties may increase operational 

efficiency(C. M. Oldenburg, Stevens, and Benson 2004; Laille, Molinard, and Wents 

1988; Dussaud 1989). At depths of typical storage formations, CO2 will exist as a 

supercritical fluid, with a high density and high compressibility that translates to large 

storage capacity(Suekane et al. 2005; Curtis M. Oldenburg and Pan 2013b). 

Compressibility is an important property to consider in selecting the gas utilized in CES 

systems to minimize pressure variability during injection and extraction cycles, 

particularly for the selection of a cushion gas(Curtis M. Oldenburg 2003), where highly 

compressible phases will maintain pressures and enhance operational efficiency. The 

high heat capacity of CO2(He et al. 2018) is also anticipated to favorably impact 

operational efficiency in comparison to the utilization of other working gases. 

Utilization of CO2 as a cushion gas would provide additional environmental benefits 

via the reduction in anthropogenic greenhouse gas emissions and economic advantages 

in the form of the cost of recovering the cushion gas upon the end of project life span 

as the injected CO2 can be permenently sequestered in the formation. This is in addition 

to additional benefits from carbon tax credits, as the cushion gas is injected periodically 

to sustain operational pressure during the operational lifespan(Metcalf 2009). 



29 
 

Injection of CO2 in saline aquifers has been studied extensively in the context 

of geologic CO2 sequestration. These investigations have revealed dissolution of CO2 

into formation brine following injection lowers pH and results in the dissolution of 

carbonate and aluminosilicate minerals, buffering pH and creating conditions favorable 

for precipitation of secondary minerals(Ketzer et al. 2009; Liu et al. 2013; Ellis et al. 

2011; Gharbi et al. 2013; Xiong et al. 2018b; Zou et al. 2018b; Fazeli et al. 2019; 

Farquhar et al. 2013). These geochemical reactions may result in modifications to pore 

structures and connectivity(Gharbi et al. 2013; Xiong et al. 2018a; Luquot and Gouze 

2009; Nogues et al. 2013) that alter permeability(Liu et al. 2013; Zou et al. 

2018a),(Ketzer et al. 2009) and widen fractures(Ellis et al. 2011; Fazeli et al. 2019; 

Deng et al. 2018) in subsurface systems. In energy storage systems, these reactions may 

intensify the migration of the cushion gas away from the injection well and further into 

the formation or enhance trapping of the cushion gas near the well, depending on if 

reactions result in increases or decreases in formation permeability. If the migration of 

the cushion gas into the formation is promoted, the gas remaining near the well in the 

desired cushion gas zone that is required to maintain the pressure necessary for efficient 

cycling of the working gas during operation will decrease, reducing operational 

efficiency. This would also require more frequent injections of additional cushion gas 

to establish the pressure plume for operation. If migration of the cushion gas into the 

formation is further inhibited, operational efficiencies may actually increase as the 

pressure will be more easily maintained and the need to inject additional cushion gas 

will be reduced. 

CO2-cushioned CES systems can be carried out in the same porous aquifers as 

CO2 sequestration(Kabuth et al. 2017) but the resulting geochemical conditions, 

reactions, and impact of resulting reactions are unknown. As the CES system is 

established, the injection of the cushion gas to develop the gas bubble mimics that of 

geological CO2 sequestration systems with unidirectional flow. Following this, 

however, CES systems deviate with injection of a potentially different composition 
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working gas that is cycled over periods of hours to months for energy storage or 

production(Carden and Paterson 1979; Crotogino et al. 2010; Carr et al. 2014). The 

rate, extent, and impact of potential geochemical reactions at the gas dissolution zone 

under these flow conditions have not been considered. In this work, the geochemical 

influence of the cyclic flow regime of CES systems on geochemical reactions at the 

cushion gas-brine interface in the porous aquifer are considered and compared to 

reactions for a CO2 sequestration system. This region is selected as it is anticipated to 

be the region most impacted by mineral dissolution reactions. A reactive transport 

simulation for the cyclic flow conditions corresponding to energy storage in porous 

formations is developed and used to examine the evolution of formation brine, mineral 

volume fractions and mineral porosity. Simulation results are compared quantitatively 

and qualitatively to those for a similar system considering geological CO2 sequestration 

in the same formation to deduce differences or similarities in potential geochemical 

reactions due to the flow regimes of the two systems. 

 

 

Figure 2.1: Schematic of idealized anticline saline aquifer compressed energy storage 

system showing the delineation of the working gas, cushion gas, and brine regions. Also 

shown is the conceptualized location of the simulated reactive transport model grid 

location of the simulated reactive transport model grid location. The dotted line 

illustrates the extent of gas dissolution into the brine. 
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2.2 Materials and Methods 

2.2.1 Sample 

 The sample considered in this study is from the Paluxy formation, a prospective 

CO2 storage reservoir at the Kemper Power Plant in Mississippi (Project ECO2S). The 

formation is stratigraphically located between the Washita-Fredericksburg and 

Mooringsport formation in the Mississippi Gulf Coast(John Warner 1993). This sample 

was the subject of previous work in Qin and Beckingham that utilized imaging to 

characterize sample properties(Qin and Beckingham 2019) and simulated the rate and 

extent of geochemical reactions in the storage reservoir following CO2 injection(Qin 

and Beckingham 2021a). The sample was extracted from a depth of 5048 ft from well 

MPC 10-4 and is comprised of quartz as the dominant mineral phase, calcite and siderite 

as the carbonate minerals, K-feldspar, smectite, and minor muscovite. The porosity of 

the sample is 24.84%. Table 2.1 contains details of the mineral composition. 

 

2.2.2 Reactive Transport Simulations 

 

Figure 2.2: Schematic of the model setup for the injection-only flow regime and 

injection-extraction flow regime showing the direction of injection flow cycle (orange 

arrow) and extraction flow cycle (blue arrow). Also shown is the conceptualized 

location of the upstream (red marker), midstream (green marker), and downstream (blue 

marker) mineral cells which are utilized for comparing reactive transport simulation 

results. The dotted lines illustrate the boundary conditions.  
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 Coupling of solute transport, flow, and multiple species kinetic evolution for an 

injection-only and injection-extraction systems were simulated using CrunchFlow, a 

multicomponent reactive transport simulation code(C. I. Steefel et al. 2015). Here, a 

one-dimensional transient reactive transport model was developed focusing on the 

single-phase reactive zone contiguous to the two-phase CO2-brine zone in the storage 

aquifer (Figure 2.1). Previous investigation of fluid-rock reactivity in the two-

phase(Tutolo et al. 2015) and single-phase(Huq et al. 2015) flooding of acidified brine 

in core samples demonstrate that the single-phase region is anticipated to be the region 

with the most extensive geochemical reactions. As such, it was selected as the region 

of focus for this work.  

A forty-seven-cell model system is considered here to define the brine saturated 

region adjacent to the CO2 cushion gas bubble. The first cell, the one closest to the 

injection well, is a ‘ghost’ cell treated as a boundary condition where the formation 

brine equilibrates with CO2 using the improved CO2 solubility model in aqueous 

solution by Duan et al. that accounts for high pressure and temperature conditions(Duan 

et al. 2006). The model assumes a constant partial pressure of CO2 in this cell. The 

forty-five internal cells are defined as initially identical porous media cells with a total 

length of 15 cm. These cells are initialized according to the aquifer mineralogy, mineral 

surface areas, and porosity characterization results in Qin and Beckingham33. The last 

cell is another ‘ghost’ cell which is also treated as a boundary condition that serves as 

the influent fluid source during the extraction cycle. Simulations consider the flow of 

the acidified brine through the forty-five mineral cells, tracking the concentration of 

major ion species, mineral volume fractions, and porosity at three mineral cell locations 

designated as upstream, midstream, and downstream mineral cells as shown in Figure 

2.2. The upstream location is in the first internal grid cell, the midstream is the central 

internal grid cell, while the downstream location is the furthest internal grid cell from 

the source of injection. Advective dominated flow through the mineral cells is simulated 

with flux continuity across the boundary using a constant flow rate of 0.489 
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m/day(Gelhar, Welty, and Rehfeldt 1992). The brine flowrate was estimated based on 

extrapolation of modeling results from a field scale simulation considering brine 

velocities at the boundary of an injected CO2 plume in a sandstone formation(S. Zhang 

and DePaolo 2017). Based on the geothermal gradient at Kemper, Mississippi and a 

typical pressure gradient, a reservoir temperature and pressure of 50oC and 100 bar are 

used for the simulation, respectively(Reysa 2012; Nathenson and Guffanti 1988; Bachu 

2000). The initial brine compositions of major primary species shown in Table 2.1 were 

determined by simulating the equilibration of 1 M NaCl with quartz, calcite, K-feldspar, 

siderite, muscovite and smectite (Table 2.2) for ten thousand years under reservoir 

temperature and pressure(Qin and Beckingham 2021a). The influent brine composition 

was then determined by equilibration with CO2 in the ‘ghost’ cell. The CO2 

concentration and initial pH of the brine after CO2 equilibration are 1.01 mol/kg and 

3.17, respectively. The aqueous activity coefficients of the brine were obtained using 

the extended Debye-Huckle model.  

Simulations consider injection-only and injection-extraction flow cycling for a 

24-hour cycle over a four-month study period. The injection-only scenario reflects a 

CO2 storage system where CO2 is injected for a specified period of time and the injected 

CO2 remains indefinitely in the formation. The injection-extraction simulation is 

representative of the operational energy storage system where a cyclic flow pattern is 

used to cycle between energy storage (injection) and recovery (extraction).  The 

injection-only simulation is modified from a study that investigates the influence of 

surface area on the rate of mineral reactivity during CO2 sequestration by Qin and 

Beckingham(Qin and Beckingham 2021a). In these simulations, a CO2 acidified brine 

with constant composition, simulated using initial brine composition equilibrated with 

CO2 gas, flows away from the well. The Qin and Beckingham simulations consider 

geochemical evolution over twenty years in a 3 cm three-grid mineral cell where in this 

work forty-five mineral cells are considered over 15 cm to investigate the geochemical 
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reactions adjacent to the cushion gas bubble during the injection-only flow regime and 

injection-extraction flow regime.  

The injection-extraction cycle starts with 12 hours of injection flow away from 

the well followed by 12 hours of extraction flow towards the well. This corresponds to 

a continuous operation system comprised of a constant injection and extraction process 

corresponding to a CES system used daily for power generation(Fleming et al. 2018). 

It should be noted that there are other CES operational models, including some that 

include shut-in periods between injection and extraction(Pfeiffer, Beyer, and Bauer 

2017; R. D. Allen et al. 1983). During the first cycle, the influent is the initial brine 

composition equilibrated with CO2 as discussed above. The composition of the 

returning fluid, and subsequent influent for the remaining injection periods, is based on 

the effluent of the preceding flow regime as the brine is recycled through the system. 

For each injection period, the recycled influent is equilibrated with CO2 at the brine-

cushion gas boundary.  

 Mineral reactions are simulated in CrunchFlow utilizing parallel rate laws to 

account for pH dependence and the effects of hydroxyl or electrolyte on the simulated 

reaction process(Carl I Steefel and Molins 2016). The corresponding rate equation is 

given by: 

𝑟𝑠 =  −𝐴 (∑ 𝐾𝑎
𝑁
𝑎=1  (∏ 𝑎𝑖

𝑝𝑖𝑎𝑁𝑐+ 𝑁𝑥
𝑖=1 )) (1 −  (

𝑄𝑠

𝐾𝑠
)

𝑀
)

𝑛

   (1) 

where 𝑟𝑠 is the reaction rate, 𝐴 is the reactive surface area of a constituting mineral in 

the rock sample, 𝐾𝑎 is the equilibrium dissolution rate constant for the ‘a’th parallel 

reaction, 𝑁 is number of parallel reactions, 𝑝𝑖𝑎 is an exponent that gives the dependence 

of a species i on the ‘a’th parallel reaction, ∏ 𝑎𝑖
𝑝𝑖𝑎𝑁𝑐+ 𝑁𝑥

𝑖=1  explains the degree of 

equilibrium effect of ions in solution, n and M are exponents which are experimentally 

determined to explain nonlinear dependence of the affinity term, 𝐾𝑠 is the equilibrium 

constant, and 𝑄𝑠 is the ion activity product for the rock-water interaction.  The rate 

constants which incorporates all geochemical dependencies relevant to the study were 

obtained from literature data and extrapolated to the reservoir temperature condition 
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and reactive surface areas approximated as mineral accessible surface areas in Qin and 

Beckingham(Qin and Beckingham 2019). The pH of the system was determined via 

charge balance. 

Table 2.1: Simulated initial brine composition of the Paluxy formation. 

Primary species Concentration (Mol/kgw) 

HCO3
- 7.53E-04 

SiO2(aq) 8.87E-04 

Al+++ 1.09E-06 

Fe++ 4.56E-05 

Ca++ 7.07E-04 

Mg++ 6.19E-07 

K+ 1.07E-04 

Na+ 1.00E+00 

Cl- 1.00E+00 

SO4
-- 1.08E-4 

The pH of the system was calculated by using charge balance. The initial pH is 8.82. 
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Table 2.2: Properties of the Paluxy formation obtained from multi-scale imaging of the 

sample and used in prior reactive transport simulations(Qin and Beckingham 2019) and 

rate constants (superscripts) for the respective mineral phases as obtained from the 

literature(1Brady and Walther 1990; 2Knauss and Wolery 1988; 3Alkattan et al. 1998; 
4Bevan and Savage 1989; 5Amram and Ganor 2005; 6Oelkers et al. 2008; 7Golubev et 

al. 2009). 

Mineral Ideal 

Chemical 

Formula 

Abundance 

(%)(Qin and 

Beckingham 

2019) 

Volume 

Fraction(Qin 

and 

Beckingham 

2019) 

Surface Area 

(m2g-1)(Qin 

and 

Beckingham 

2019) 

Log 

Rate 

Constant 

(mol s-1 

m-2) 

Quartz(Brad

y and 

Walther 

1990; Knauss 

and Wolery 

1988) 

SiO2 76.45 0.5740 2.59E-2 -11.60 

Calcite(Alkat

tan et al. 

1998) 

CaCO3 9.63 0.0724  1.42E-3 -4.21 

K-

Feldspar(Bev

an and 

Savage 1989) 

KAlSi3O8 3.50 0.0263  1.15E-3 -11.65 

Smectite(Am

ram and 

Ganor 2005) 

(Na,Ca)0.

33(Al,Mg)

2 

(Si4O10) 

8.23 0.0619 1.63E+1 -13.35 

Muscovite(O

elkers et al. 

2008) 

KAl2(Si3

AlO10)(O

H)2 

0.31 0.0023 

1.10E+0 

-12.67 

Siderite(Golu

bev et al. 

2009) 

FeCO3 1.98 0.0141 6.49E-4 -5.69 

 

2.3 Results and Discussion  

 The evolution of minerals is considered in simulations with an injection-only 

flow regime, corresponding to geologic CO2 sequestration, and an injection-extraction 

flow regime, corresponding to energy storage. Here we present plots for two days and 

four months of operation that consider the temporal evolution of minerals, major ion 

concentrations, and porosity at three locations in the domain and the spatial evolution 

of minerals across the entire domain.  
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2.3.1 Temporal Mineral Evolution  

 The simulated evolution of mineral volume fractions at three locations in the 

simulation domain are shown in Figure 2.3 and 2.4 on individual minerals axis for two 

days and 120 days, and a combine plot for all minerals for 120 days in Figure 2.5 (120 

cycles). Mineral evolution is expressed in terms of mineral volume fraction (Fig. 2.3 

and 2.4) and relative volume fractions (Fig. 2.5) that correspond to the ratio of mineral 

volume fraction over initial mineral volume fraction for each phase. Values of relative 

volume fractions greater than one signify precipitation and values less than one indicate 

dissolution. 
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Figure 2.3: The simulated evolution of mineral volume fraction in three different grid 

cells over the first two cycles for the injection-only flow regimes and injection-

extraction flow regimes. Upstream is closest to the source of CO2 injection and 

downstream is furthest. 
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Figure 2.4: The simulated evolution of mineral volume fraction in three different grid 

cells over the 4 months study period for the injection-only flow regime and injection-

extraction flow regime. Upstream is closest to the source of CO2 injection and 

downstream is furthest. 
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Figure 2.5: The simulated evolution of relative mineral volume fractions at three 

locations along the simulation domain over 120 days for the injection-only flow regime 

(left) and injection-extraction flow regime (right). Upstream is the location closest to 

the injection well and downstream is furthest (Fig. 2.2). The red line represents calcite, 

yellow siderite, green muscovite, magenta smectite, black quartz and blue K-feldspar. 

 

2.3.1.1 Injection-Only Flow Regime 

 As the CO2-saturated brine flows into the system, calcite, siderite, and smectite 

rapidly begin to dissolve as indicated by the decrease in relative volume fractions of 

each phase (seen more clearly in 0 - 0.5 day, Fig. 2.3). After 0.5 days, muscovite begins 
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to dissolve. Calcite and muscovite dissolution only occur in the upstream cell over the 

first two days while siderite and smectite dissolve throughout the simulation domain 

where the dissolution rate of siderite is highest closest to the injection well (upstream 

location) which remains unbuffered. Quartz and K-feldspar remain stable throughout 

the simulation domain over the first two days. 

 The simulated evolution of formation minerals for over 120 days (Figure 2.4 

and Figure 2.5) follows similar trends to that observed at short times. Calcite dissolution 

at the inlet initially results in slight calcite precipitation downstream that later dissolves. 

Complete dissolution of calcite occurs at 23, 181, and 258 hours for the up-, mid- and 

downstream mineral cells, respectively. Siderite continuously dissolves throughout the 

simulation domain. The average dissolution rate of siderite increases after complete 

dissolution of calcite in the system and decreases as siderite nears depletion. At early 

times, muscovite precipitates then begin dissolving following complete dissolution of 

calcite in each cell. Muscovite precipitation, however, does not occur in the upstream 

mineral cell. SiO2 is predicted to precipitate while K-feldspar remains stable. 

Precipitation of additional secondary mineral phases was also investigated. Conditions 

were observed favorable for possible precipitation of albite, chalcedony, chlorite, and 

kaolinite (Figure 2.6) albeit to very small volume fractions (< 3 orders of magnitude of 

primary minerals). Throughout the simulation duration, conditions continuously favor 

chalcedony and chlorite precipitation, indicated by saturation indices greater than one. 

Conditions favor albite precipitation at early times and dissolution as time progresses. 

Kaolinite initially precipitates throughout the domain and dissolves closer to the 

injection well as time progress.  
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Figure 2.6: The simulated evolution of saturation index of the potential mineral 

precipitates in three different grid cells over the 4 months study period for the injection-

only flow regime and injection-extraction flow regime. Upstream is closest to the 

source of CO2 injection and downstream is furthest. 

 

2.3.1.2 Injection-Extraction Flow Regime  

 The simulated evolution of formation minerals on its individual axis for the 

injection-extraction flow regime corresponding to energy storage is shown in Figures 

2.3 and 2.4 for durations of two days and 120 days. The mineral response is the same 

during the first 12 hours as the injection-only system. After 12 hours, the system 

evolves discretely differently as the cyclic flow pattern begins. During the extraction 

flow regime, brine recycles through the system. In the first extraction flow regime, the 

higher resolution plots of figure 2.3 shows that between 0.5 days to 1 day, there is little 

change in calcite mineral volume fraction as the brine is almost in equilibrium with 

respect to calcite. Siderite and smectite continue to dissolve while muscovite begins to 
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dissolve in the upstream location and no changes in quartz and K-feldspar volume 

fractions occur. The dissolution rate of siderite is greatest in the cell furthest from the 

injection well and decreases in the cells closer to the injection well. After 1 day, the 

second 12-hour injection cycle begins corresponding to brine recycling with 

replenished acidity as influent brine is saturated with CO2. This results in continued 

dissolution of siderite and smectite but does not result in increased dissolution rates as 

the ion concentrations in the recycled brine limit reactions. In comparison with the 

injection-only scenario, initial dissolution rates (Fig. 2.5) in the injection-extraction 

flow regime are smaller and ultimately reduces the extent of dissolution. The 

dissolution rate for smectite, however, is the same for both flow conditions.  

 As time progress, calcite and smectite dissolve continuously throughout the 

simulation, albeit at slow rates at longer times (higher resolution plots shown in Figure 

2.4 and Figure 2.5). Smectite is also dissolving with a rate dissolution similar to that in 

the injection-only flow conditions (Figure 2.4 and Figure 2.5). As in the injection-only 

simulation, SiO2 slowly precipitates and K-feldspar remains stable. The extent of quartz 

precipitation for the injection-extraction flow regime, however, is slightly less than for 

the injection-only flow regime (Figure 2.4). Potential additional secondary mineral 

phases include albite, chalcedony, chlorite, and kaolinite (Figure 2.6). As indicated by 

saturation indices, conditions favor precipitation throughout the simulation domain, 

albeit to small volume fractions. The volume fraction of most dominant precipitate is 

also more than three orders of magnitude less than the primary minerals. Here, 

continuous precipitation is favored which is distinctly different than that of the 

injection-only flow conditions where only chlorite and chalcedony were stable 

throughout the simulation time and domain. 
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2.3.2 Spatial Mineral Evolution  

 The evolution of the mineral volume fractions across the domain length for the 

two flow regimes is discussed below with respect to the number of pore volumes of 

fluid that have passed through the domain. 

 

Figure 2.7: The simulated evolution of mineral volume fractions with increasing 

number of pore volumes (PV) of CO2 acidified brine flowing through the simulation 

domain over 120 days for the injection-only flow regime (left) and injection-extraction 

flow regime (right). 0 PV is the initial condition and 391 PV is the last pore volume to 

flow through the porous media. Dark green represents 0 PV, red 1PV, light green 10PV, 

blue 20PV, magenta 40PV, dotted dark green 80 PV, dotted red 1PV, dotted light green 

200PV, and dotted blue 391PV. 
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Figure 2.8: The simulated evolution of mineral volume fractions with increasing 

number of pore volumes (PV) of CO2 acidified brine flowing through the simulation 

domain over 120 days for the injection-only flow regime (left) and injection-extraction 

flow regime (right). 0 PV is the initial condition and 391 PV is the last pore volume to 

flow through the porous media. Dark green represents 0 PV, red 1PV, light green 10PV, 

blue 20PV, magenta 40PV, dotted dark green 80 PV, dotted red 1PV, dotted light green 

200PV, and dotted blue 391PV. 

 

2.3.2.1 Injection-Only Flow Regime 

 The simulated spatial evolution of formation minerals with respect to pore 

volumes for the injection-only flow regime is given in Figure 2.7 and shows non-

uniform dissolution of calcite and siderite. Variations in calcite dissolution show calcite 

successively dissolves, and is consumed, from the inlet to the outlet. Siderite dissolution 

is initially larger near the injection well and becomes more uniform throughout the 

simulation domain as simulations progress. This non-uniform dissolution pattern of 

calcite and siderite mineral is expected as dissolution of these minerals buffers the 

acidity, creating conditions where calcite and siderite are more stable. The high reaction 

rate of calcite results in rapid depletion of calcite after contact with acidified brine that 

prevents downstream calcite dissolution until it is completely consumed upstream. This 

results in non-uniform calcite volume fractions across the domain until all calcite is 
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consumed, after more than 40 pore volumes. In comparison, the lower dissolution rate 

of siderite results in siderite dissolution throughout the simulation domain earlier in the 

simulation. Unlike calcite, siderite dissolution approaches uniform extents across the 

domain length as simulations progress.  

 Large variations in muscovite across the simulation domain can also be 

observed. Initially, muscovite precipitates, coupled with calcite dissolution. As calcite 

is depleted, muscovite then precipitates. Once calcite is consumed, muscovite dissolves 

throughout the simulation domain to varying extents with the largest reduction in 

muscovite volume fraction near the injection well. 

Smectite, K-feldspar, and quartz do not vary across the simulation domain. Smectite 

dissolves continuously throughout the simulation domain as a result of smectite’s lower 

dissolution rate in comparison to calcite and siderite, Quartz precipitates uniformly 

throughout the simulation domain throughout the duration of the simulations. K-

feldspar is constant throughout the simulation (Fig. 2.8). 

 

2.3.2.2 Injection-Extraction Flow Regime 

 The simulated spatial variation of mineral volume fractions in the injection-

extraction flow regime is much less than in the injection-only flow regime, as shown in 

Figure 2.7. Here, the recycling process significantly reduces the rate and extent at which 

calcite and siderite dissolve. Some spatial variation is evident for calcite with increased 

dissolution near the injection well and no dissolution of calcite further in the simulation 

domain. While CO2 saturated brine enters the system during each injection half-cycle, 

the elevated ion concentrations from earlier calcite dissolution limit additional 

dissolution. Siderite dissolves uniformly in the domain throughout the simulation but 

to a much lower extent than in the injection-only flow regime. Smectite also uniformly 

dissolves, facilitated by its slower dissolution rate and the continuous acidic conditions. 

The rate of smectite dissolution is the same in the injection-only and injection-

extraction flow conditions. K-Feldspar is stable throughout the domain and simulation 
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like the injection-only flow regime. Muscovite dissolves uniformly during cyclic flow 

conditions with no initial precipitation because of the absence of rapid calcite 

dissolution. Overall, the extent of muscovite dissolution is less than in the injection-

only flow regime, particularly closer to the injection well. Quartz uniformly precipitates 

throughout the domain to a slightly lesser extent than the injection-only flow regime, a 

consequence of overall reduced muscovite dissolution (Fig 2.8).   
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2.3.3 Evolution of Major Ion Concentrations 

 

Figure 2.9: The simulated evolution of major ion concentrations and pH of the porous 

formation in three different grid cells over the first two cycles for the injection-only 

flow regimes and injection-extraction flow regimes. Upstream is closest to the source 

of CO2 injection and downstream is furthest. 
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Figure 2.10: The simulated evolution of major ion concentrations and pH in three 

different grid cells over the 4 months study period for the injection-only flow regime 

and injection-extraction flow regime. Upstream is closest to the source of CO2 injection 

and downstream is furthest. 
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Figure 2.11: Simulated evolution of major ion concentrations and pH over the 120 day 

study period for the injection-only flow regime (left) and injection-extraction flow 

regime (right). Upstream is the cell closest to the injection well and downstream is the 

furthest. The red represents calcium, yellow iron, green total CO2, magenta magnesium, 

black silica and blue pH.   

 

2.3.3.1 Injection-Only Flow Regime 

 The simulated evolution of major ion concentrations in the brine on its 

individual axis during the injection-only flow regime is shown in Figure 2.9 for the first 

two days and Figure 2.11 for the 120-day simulation duration. At the start of the 
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simulation, the introduction of acidified brine results in a sharp increase in calcium, 

iron, and magnesium and a reduction in pH. The increase in calcium is from the rapid 

dissolution of calcite which results in an increase of calcium concentration of two orders 

of magnitude relative to its initial concentration. Calcite dissolution concurrently 

buffers the pH and results in an increase in pH of the brine from 3.42 (pH of entering 

brine) to 4.8, 4.9 and 4.9 in the upstream, midstream and downstream locations, 

respectively. After the initial rapid change, the calcium ion concentration in the 

upstream location starts to decrease due to the reduction in calcite dissolution with 

decreasing calcite volume fraction in these cells. This is closely coupled with pH where 

the pH gradually drops as calcite is depleted and the extent of buffering is reduced. As 

calcite is depleted, calcium concentrations return to background levels, first in the 

upstream cell and later in the midstream and downstream locations. The increase in iron 

and magnesium concentrations reflects dissolution of siderite and smectite where 

concentrations are lowest in the grid cell closet to the injection well and increase with 

distance from the well. As siderite is depleted after tens of days, iron concentrations 

decrease. Magnesium remains at a constant elevated concentration in the upstream 

location while mid- and downstream concentrations continue to increase, reflecting the 

constant dissolution of smectite and eventually muscovite following initial muscovite 

precipitation. No change in aqueous silica or potassium concentrations occur within the 

first two days.  

   

2.3.3.2 Injection-Extraction Flow regime 

 The species evolution for the injection-extraction flow regime initially evolves 

similarly to the injection-only flow regime where increases in iron, calcium, 

magnesium, and silica are observed as calcite, siderite and smectite dissolve. After 0.5 

days, simulations begin to diverge as the near-saturated brine is recycled as the flow 

reverses and the first extraction cycle begins (Figure 2.9). The returning brine contains 

relatively high concentrations of the ions from the minerals that dissolved during the 
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first injection half-cycle. As such, the returning concentrations reflect effluent ion 

concentrations in the downstream grid cell at the end of the previous injection period. 

The high concentration of calcium in recycled brine prevents further calcite dissolution. 

Iron and magnesium concentrations fluctuate but maintain undersaturated conditions 

with respect to siderite and smectite dissolution, facilitating additional dissolution. No 

change in SiO2 concentration occurs. At one day, the second injection cycle begins 

where CO2 concentrations are refreshed in the solution, as during each injection cycle. 

This replenished acidity results in additional increases in iron concentration from more 

siderite dissolution and further buffering of the system pH while calcium ion 

concentrations remain stable. SiO2 concentrations continues to be elevated over the first 

two days. 

 Over longer times, calcium concentrations remain constant at elevated levels 

(Figure 2.11) in each grid cell. Magnesium concentrations continuously increase 

throughout the simulation domain reflecting continued smectite dissolution throughout 

the study period. The initially over-saturated silicate concentration begins to decrease 

after approximately 30 days as quartz begins to precipitate, albeit the variations are 

overall small. Iron concentrations gradually increase as siderite continuously dissolves.  

 

2.3.4 Porosity Evolution 

 The simulated evolution of porosity for the injection-extraction flow regime and 

injection-only flow regimes are shown in Figure 2.12 and figure 2.13 over 15 days and 

120 days period. The porosity evolution serves to quantify the total effect of the mineral 

dissolution and precipitation reactions occurring in the sample following injection of 

CO2. 
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Figure 2.12: The simulated evolution of mineral porosity of the porous formation in 

three different grid cells over the first fifteen days for the injection-only flow regimes 

and injection-extraction flow regimes. Upstream is closest to the injection well and 

downstream is furthest. 

 

 

Figure 2.13: The simulated evolution of mineral porosity of the core sample in three 

different grid cells over the four month study period for the injection only flow regime 

and injection-extraction flow regime. The upstream location is closest to the injection 

well and downstream is furthest. The red represents the upstream location, green the 

midstream location, and blue the downstream location. 

 

 In the injection-only simulations, porosity rapidly increases throughout the 

simulation domain within the first 15 days of CO2-acidified brine injection and 

continuously increases throughout the study period (Fig 2.12). This is largely a result 

of dissolution of calcite and siderite. At the end of the study period, the porosity has 

increased to 33.6%, from 24.8%, throughout the simulation domain. During the 

injection-extraction flow regime for the cyclic flow conditions, dissolution of calcite, 

siderite, smectite and muscovite result in an overall increase in porosity. The porosity 

increase is highest near the injection well and deceases away from the well, largely due 

to spatial variations in calcite dissolution where 87.4%, 1.6% and 0.1% of calcite 
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dissolve in the upstream, midstream and downstream locations at the end of the 120 

cycles. This results in final porosities of 31.4%, 25.1% and 25.2% for the three locations 

at the end of the four months study period. After the initial cycle, there is little additional 

variation in porosity as little additional dissolution occurs. The overall porosity increase 

in the cyclic flow conditions is small in comparison with the injection-only flow 

conditions, with the exception of the location closest to the cushion gas boundary. This 

is because brine recycling maintains elevated ion concentrations and limits mineral 

dissolution as injection-extraction cycles progress, even under CO2-saturated 

conditions. Both simulation systems result in rapid, large increases in porosity near the 

injection well. However, it should be noted that this may be dependent on the model 

domain where reservoir scale simulations have observed much smaller variations in 

porosity near the injection well due to simulated near-well pH buffering in the larger 

domains(S. Zhang and DePaolo 2017; Y. Wang et al. 2019).  

 

2.4 System Implications 

 Geochemical reactions are anticipated in porous aquifers utilized for developing 

subsurface technologies, such as CO2 sequestration and subsurface energy storage. The 

potential rate and extent of these reactions in subsurface energy storage systems and 

the resulting implications on operational performance, however, have largely not been 

investigated while numerous works have considered reactions in the context of CO2 

sequestration. Energy storage in porous saline aquifers and geologic CO2 sequestration 

systems have many system similarities, including target reservoir formations. However, 

there is a major difference in the operational flow regime of energy storage systems that 

may impact the gas dissolution zone initiated during the lifecycle of the project(R. D. 

Allen 1981; B. P. McGrail et al. 2011). Here, reactive transport simulations are 

developed and leveraged to compare the reaction pathways during CO2 sequestration 

and subsurface energy storage to predict the difference in potential geochemical 

reactions and implications for operational efficiency.  
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 Geochemical reactions play an important role in these subsurface energy 

systems, impacting potential associated environmental risks and the operational 

efficiency of the system. In terms of risk, previous investigations of CO2 sequestration 

systems have highlighted the need to evaluate the risk of leakage and land subsidence, 

two adverse effects that are largely controlled by geochemical reactions. The formation 

of leakage pathways in caprock formations(Fitts and Peters 2013) following CO2 

injection can result in flow of brine or injected fluids to overlying formations and 

endanger natural resources and protected entities including drinking water 

aquifers(Bauer et al. 2013). Land subsidence may jeopardize the integrity of the site of 

operation and has been observed in pilot CO2 systems(Onuma and Ohkawa 2009). In 

terms of operational efficiency, geochemical reactions may also alter the porosity and 

permeability of the formation and thus the injectivity during the operational life of the 

energy storage system. In general, dissolution at the plume boundary would increase 

the storage volume and injectivity but may have adverse effects in terms of migration 

of the cushion or storage gas further into the formation and a corresponding reduction 

in pressure and energy recovery. Precipitation at the boundary may limit injectivity but 

can also serve to limit migration of the plume into the formation and increase efficiency 

of energy recovery by maintaining pressurization. 

 The results of this study show that geochemical reactions will occur in energy 

storage systems when CO2 is utilized as a cushion gas. Both mineral dissolution and 

precipitation reactions are anticipated in the single-phase brine-saturated region 

adjacent to the cushion gas plume. The dissolution potential for the case of CO2 

sequestration, however, supersedes that of the cyclic flow regime of the compressed 

energy storage system. The cyclic flow pattern of energy storage and recovery results 

in a high concentration of dissolved ion concentrations as CO2 saturated brine flows 

away from and towards the well, reducing the extent of dissolution at the plume 

boundary in comparison to that occurring in CO2 sequestration conditions. Similar 

observations with regards to limited dissolution have been observed experimentally in 
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studies with low water-rock ratios where high dissolved ion concentrations limited the 

extent of dissolution(W. L. Huang, Bishop, and Brown 1986). The reduced dissolution 

extent in the cyclic flow conditions limits porosity variation as reactions predominantly 

occur during the initial cycle and only impact carbonate minerals after the first injection 

cycle. This means that the storage volume and injectivity will largely remain constant 

after the first cycle. As properties are anticipated to be less dynamic, this can potentially 

reduce the risk and likelihood of over-pressurization of the aquifer during the life cycle 

of operation by improving the predictability of the system. If conditions continuously 

favored dissolution, as in the CO2 sequestration scenario, this would result in a constant 

increase of porosity and allow migration of the working and/or cushion gas plume 

further into the formation. This would result in a fluctuation of the pressure of the 

system as the injected fluid migrates further into the reservoir. This condition would 

require more frequent monitoring during operation and more frequent injections of 

additional cushion gas to ensure sufficient pressure for energy recovery. However, the 

increased dissolution may additionally allow for the mineralization of the injected CO2 

which is a means of secure CO2 sequestration. This secondary mineral precipitation 

may decrease porosity and permeability.  

 While limited reaction rates and extents were observed in the cyclic flow 

simulations here over the four-month study period, the difficulty in accurately 

simulating reaction rates and extents in field scale systems should be noted. In part, this 

is due to uncertainties in the parameters used for modeling(L. Zhang et al. 2020; Bourg, 

Beckingham, and DePaolo 2015; Black, Carroll, and Haese 2015), namely accurate 

estimation of  reaction rate constants and mineral surface areas. Rate constants vary 

widely with pH, as much as 8 orders of magnitude between pH 3 and 8(Black, Carroll, 

and Haese 2015; S. Zhang and DePaolo 2017). However, rate constants are anticipated 

to vary by only approximately one order of magnitude for the simulated pH values here 

following CO2 injection, pH ~3-5(S. Zhang and DePaolo 2017). Estimates of mineral 

reactive surface areas depend largely on approximation approach where variations in 



57 
 

estimation method yield as much as seven orders of magnitude variation in surface area 

values(Bourg, Beckingham, and DePaolo 2015; Beckingham et al. 2017; Black, 

Carroll, and Haese 2015). For the study period considered here, variations in surface 

area may result in differences in reaction rates and slight differences in porosity, as 

determined in sensitivity simulations considering the impact of surface area 

approximation on the rate and extent of reactions for the geologic storage condition in 

this formation in (Qin and Beckingham, 2020). However, recent work considering 

reaction rates in porous media found that image obtained accessible surface areas best 

reflected the surface area of reacting mineral phases and reaction rates were 

overestimated using other common approaches(Beckingham et al. 2017). As such, 

mineral accessible surface areas determined using the same multi-scale imaging 

approach(Qin and Beckingham 2019) are used in the simulations here and are 

anticipated to reflect reaction rates and extents in porous media.  

 The impact of mineral dissolution and precipitation reactions on the operation 

lifecycle of these systems will largely depend on the corresponding evolution of 

permeability in the formation. While the evolution of porosity can be estimated based 

on changes in mineral volume fractions with the micro-continuum reactive transport 

simulations here, changes in permeability depend location of mineral reactions within 

individual pores and the larger pore network. This, however, is not well understood. 

Based on the simulated permeability evolution, previous pore network modeling work 

has shown that permeability will likely range between 1000 - 2200mD, in comparison 

to the initial permeability of 1555.4 mD, but may be more extreme depending on the 

spatial distribution of mineral reactions(Bensinger and Beckingham 2020).  

 In the four-month study period considered here, a significant difference in the 

simulated geochemical reactions and porosity evolution for the case of CO2 

sequestration and compressed energy storage using CO2 as the cushion gas is 

anticipated. It should be noted that this result is for an operational system comprised of 

constant injection and extraction for 12 hours each. In terms of operational cycles, 
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injection-extraction periods can vary from hours to months and may include long 

storage periods(R. D. Allen et al. 1983). In comparison to geologic CO2 sequestration, 

the extent, rate, and impact of geochemical reactions are limited in the single-phase 

zone of energy storage systems utilizing CO2 as a cushion gas. In the CO2 sequestration 

system, reactions progress continuously as under-saturated acidic formation brine flows 

through the aquifer and porosity increases continuously. The cyclic flow conditions of 

energy storage systems limit reactions such that a stabilized working system can be 

attained after only one cycle, making utilization of reactive cushion gases, including 

CO2, a viable alternative. 
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Abstract 

Subsurface porous aquifers are being considered for use as reservoirs for compressed 

energy storage of renewable energy. In these systems, a gas is injected during times in 

which production exceeds demand and extracted for energy generation during periods 

of peak demand or scarcity in production. Current operational subsurface energy 

facilities use salt caverns for storage and air as the working gas. CO2 is potentially a 

more favorable choice of working gas where under storage conditions CO2 has high 

compressibility which can improve operational efficiency. However, the interaction of 

CO2 and brine at the boundary of the storage zone can produce a chemically active fluid 

which can result in mineral dissolution and precipitation reactions and alter the 

properties of the storage zone. This study seeks to understand the geochemical 

implications of utilization of CO2 as a working gas during injection, storage and 

extraction flow cycles. Here, reactive transport simulations are developed based on 7 

hours of injection, 11 hours of withdrawal and 6 hours of reservoir closure, 

corresponding to the schedule of the Pittsfield field test, for 15 years of operational life 

span to assess the geochemical evolution of the reservoir. The evolution in the storage 

system is compared to a continuously cyclic system of 12 hours injection and 

extraction. The result of the study on operational schedule shows that while some 

mailto:leb0071@auburn.edu
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reactivity might occur at the inlet of the domain, the pore structure of the inner domain 

is significantly preserved during the cycling of CO2 acidified brine for both systems.  

 

3.1.0 Introduction 

 The global renewable energy share in terms of final energy consumption has 

increased over the past decade to 17.5% in 2016(IEA 2019). Increased utilization of 

renewables resulted from government policy incentives(Lyon and Yin 2010; Chandler 

2009; M. Y. Huang et al. 2007; Jenner et al. 2012), technical advancements(Mensah et 

al. 2018; Álvarez-Herránz et al. 2017; Lin and Zhu 2019), and environmental benefits 

that promote social acceptance(Haar and Theyel 2006; Aslani, Naaranoja, and Zakeri 

2012; Bing Wang et al. 2018). Moreover, adopting renewable energy has been 

positively linked to economic development(Sadorsky 2009b; 2009a; Apergis and Payne 

2010) and reductions in anthropogenic greenhouse gas emissions while diversifying 

energy production(Chen, Kim, and Yamaguchi 2014; Chien and Hu 2008; Lund 2007; 

Marques, Fuinhas, and Manso 2011). However, the intermittency of renewable energy 

production requires a reliable means of long term, large capacity energy storage to 

achieve energy security through renewable energy(van der Linden 2006). Efforts to 

increase and improve energy storage have included fast discharging, low capacity 

options like lead-acid batteries to slow discharging, high capacity options like pumped 

hydro and compressed energy storage(Dunn, Kamath, and Tarascon 2011). The high 

capacity options store bulk energy in megawatts for hours to months, which offers 

increased reliability in grid-scale applications of renewable energy.  

Compressed energy storage is a promising means of long-term, grid-scale 

energy storage that has the potential to be widely deployed across the globe in 

subsurface reservoir formations including salt caverns or porous saline 

aquifers(Aghahosseini and Breyer 2018). In these systems, a working gas is injected 

into the storage formation during periods of excess energy production and extracted to 

power a turbine during periods of excess energy demand(Succar and Williams 2008). 
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Salt caverns, mined hard rock caverns and porous saline aquifers can be utilized as 

storage reservoirs(K. Allen 1985). Energy storage has only been carried out in salt 

caverns to date and using air as a working fluid in salt caverns commands a competitive 

capital cost of installation and the lowest operating cost in comparison to other currently 

used bulk energy storage options(van der Linden 2006). Salt caverns, however, are 

geographically limited. Porous saline aquifers, on the other hand, are ubiquitous which 

makes them a potentially more favorable option(Succar and Williams 2008; Report 

2003). The idea of extending the compressed energy storage medium beyond the 

currently used salt caverns to porous aquifers will facilitate more widespread possible 

utilization of this technology for municipal energy storage.  

To initialize the system in a porous aquifer, a cushion gas may first be 

permanently injected into the porous formation to raise background pressure to help 

increase working gas recovery(Carden and Paterson 1979). The cushion gas is injected 

into the formation to buffer the pressure fluctuation during the cycling of a working gas 

during energy storage. Hence, the compressibility of the cushion gas is thus an 

important consideration in helping to improve the economics and efficiency of 

compressed energy storage. The injection of these storage gases stratifies the porous 

saline aquifer into zones with varying compositions of gas to brine ratio(Cui et al. 

2018). Although, these zones may not be distinctly classified and there could be mixing 

of working gas and cushion gas at the interface of the two gases(Kim, Choi, and Park 

2015). Furthest from the injection well is the zone where the cushion gas and the brine 

interface. At this zone, gas dissolution into the brine is controlled by mutual 

solubilities(Beckingham and Winningham 2019).  

 For over eight decades that subsurface storage has been prevalent(K. Allen 

1985; Carden and Paterson 1979), a variety of gases have been considered as cushion 

and working gases including nitrogen(Pfeiffer and Bauer 2015a; Bauer et al. 2015), 

native methane(Curtis M. Oldenburg 2003), and air(Succar and Williams 2008) have 

all been considered as potential cushion gases. It was in the wake of geologic CO2 
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sequestration that studies began to investigate the potential of using CO2 as cushion 

gas. At the typical depth of saline aquifers, CO2 becomes a supercritical fluid with a 

high density and compressibility, making it a particularly favorable choice of cushion 

gas where its high compressibility may improve available storage capacity, recovery 

and efficiency (Curtis M. Oldenburg 2003). Further consideration of the 

compressibility of CO2 shows that using CO2 as cushion gas can help reduce significant 

pressure variation during working gas cycling(Curtis M. Oldenburg and Pan 2013a). 

An additional positive benefit of using CO2, a major greenhouse gas, is that it can 

remain permanently sequestered in the storage formation once injected. Hence, utilizing 

CO2 for this purpose would provide potential environmental benefits and economic 

benefits in the form of tax credits(Mai et al. 2016). However, careful system design 

needs to be considered to not produce CO2 during the extraction of the working 

gas(Curtis M. Oldenburg and Pan 2013a). This can lead to pressure losses in the 

formation to affect working gas recovery(Ma et al. 2019). Also, failure to sequester 

CO2 while being used as cushion gas could offset potential tax credits gained by using 

CO2 as a cushion gas(Rul 2009). It should also be noted that CO2 can also be used as 

the working gas but this would require using a closed-loop system to exploit the 

beneficial physical properties of CO2 for energy production while ensuring that none 

escapes to the atmosphere(Alami et al. 2019).  

Injecting CO2 in porous Saline aquifers, however, introduce additional technical 

complexities that need to be considered before adoption. This includes a need to 

understand possible geochemical limitations that can result from interactions between 

the injected gas, formation brine, and formation minerals. One of the key geochemical 

considerations is the interaction of the aquifer formation with the cushion gas which 

occupies one-third of the total storage volume(Walters, n.d.). While CO2 is a favorable 

choice of cushion gas from its physical property point of view, there could be potential 

geochemical implications of reactions between CO2, formation brine, and formation 

minerals that could pose to be a challenge to system operation(Z. Zhang and Huisingh 
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2017). These reactions, however, have not largely been considered and less reactive 

gases have been previously used as cushion gasses(Laille, Molinard, and Wents 1988; 

Misra et al. 1999). Injecting reactive fluids like CO2 in the subsurface can acidify the 

formation brine and result in complex mineral dissolution and precipitation reactions 

within the formation rock matrix, as has been observed in the context of geologic CO2 

sequestration(DePaolo and Cole 2013; Kharaka and Cole 2011; Gunter, Perkins, and 

McCann 1993; Fischer, Liebscher, and Wandrey 2010). However, flow conditions in 

geologic CO2 sequestration systems are distinctly different than those in energy storage 

systems. In geologic CO2 sequestration systems, flow is predominately unidirectional 

away from the injection well while energy storage systems utilize cyclic, bi-directional 

flow conditions as a result of the injection and extraction of the working gas and may 

contain intermittent storage periods. Previous reactive transport simulations have 

considered the impact of cyclic flow conditions on geochemical reactions in energy 

storage systems in a porous saline aquifer. These simulations have shown that the rate 

and extent of potential dissolution and precipitation reactions in the formation are 

significantly reduced in the energy storage system in comparison to what is anticipated 

in geologic CO2 sequestration system(Chidera O. Iloejesi; Lauren E. Beckingham 

2559). While this result is promising in showing the geochemical challenges of using 

CO2 in a porous saline aquifer for energy storage systems could be abated, the study 

only considered a flow condition where there is constant injection and extraction flow 

condition in a porous saline aquifer for which can be referred to as continuous 

operational schedule. Specifically, the study investigated geochemical evolution for 

flow conditions consisting of a 24-hour cycle evenly split between 12 hours duration of 

injection flow cycle and 12 hours duration of extraction flow cycle for a four-month 

operational period. However, operational schedules in most subsurface storage aquifers 

integrate duration of storage or shut-in which is when the injected gas is allowed to sit 

in the aquifer with little to no flow in the storage reservoir before it is extracted to meet 

demand. This operational schedule that includes duration of storage between the 
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injection and extraction flow cycles can be referred to as the periodic schedule. The 

resulting geochemical reactions and implications for these types of operating conditions 

have not been considered.  

This study aims to enhance understanding of the rate and extent of potential 

geochemical reactions in porous saline aquifer utilized for energy storage which 

operates using a periodic schedule. This is done by comparing the difference between 

the already understood geochemical evolution of porous aquifer – compressed energy 

storage system operating with continuous schedule with the geochemical evolution 

when the system operates using the periodic operational schedule. Here, reactive 

transport simulations are developed considering daily cyclic interactions between CO2 

utilized as a cushion gas, formation brine, and formation minerals over a 15 years study 

period. The evolution of major ions in the formation brine, formation minerals, and 

porosity for each system is tracked and compared to aid in the understanding of the use 

of CO2 as a cushion gas for compressed energy storage systems in porous saline 

aquifers operating with periodic schedule.  

 

3.2.0 Method 

3.2.1 Sample 

 The Paluxy formation is considered here as a potential storage reservoir. This 

formation has been considered for CO2 enhanced oil recovery(Robinson and Davis 

2012) and geologic CO2 storage projects(Petrusak et al. 2010). Previous investigation 

of this formation has found it as high porosity, high permeability sandstone(Jack C 

Pashin et al. 2018; Bensinger and Beckingham 2020). This formation is predominantly 

quartz (76.45%) with 9.64% calcite, 8.23% smectite, and the remainder minor phases 

(<5%), as determined from SEM imaging analysis in Qin and Beckingham (2019), 

where the mineral abundances are given in Table 3.1. The porosity of the sample 

obtained from image segmentation is 24.84% and the simulated permeability, as 
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estimated using pore network modeling in Bensinger and Beckingham (2020), is 1555.5 

mD(Bensinger and Beckingham 2020).  

 

Table 3.1: Properties of the Paluxy formation obtained from multi-scale imaging of the 

sample(Qin and Beckingham 2019) and rate constants for the respective mineral phases 

as obtained from the literature (superscripts) (Brady and Walther 1990; Knauss and 

Wolery 1988; Alkattan et al. 1998; Bevan and Savage 1989; Amram and Ganor 2005; 

Oelkers et al. 2008; Golubev et al. 2009). 

Mineral Ideal 

Chemical 

Formula 

Abundance 

(%)(Qin and 

Beckingham 

2019) 

Volume 

Fraction(Qin 

and 

Beckingham 

2019) 

Surface Area 

(m2g-1)(Qin 

and 

Beckingham 

2019) 

Log 

Rate 

Constant 

(mol s-1 

m-2) 

Quartz(Brad

y and 

Walther 

1990; Knauss 

and Wolery 

1988) 

SiO2 76.45 0.5740 2.59E-2 -11.60 

Calcite(Alkat

tan et al. 

1998) 

CaCO3 9.63 0.0724  1.42E-3 -4.21 

K-

Feldspar(Bev

an and 

Savage 1989) 

KAlSi3O8 3.50 0.0263  1.15E-3 -11.65 

Smectite(Am

ram and 

Ganor 2005) 

(Na,Ca)0.

33(Al,Mg)

2 

(Si4O10) 

8.23 0.0619 1.63E+1 -13.35 

Muscovite(O

elkers et al. 

2008) 

KAl2(Si3

AlO10)(O

H)2 

0.31 0.0023 

1.10E+0 

-12.67 

Siderite(Golu

bev et al. 

2009) 

FeCO3 1.98 0.0141 6.49E-4 -5.69 

 

3.2.2 Reactive Transport Simulations  

 Reactive transport simulations to understand the geochemical evolution of the 

reservoir in the brine-saturated region surrounding the gas plume were developed here 

for energy storage systems using CO2 as a cushion gas for two storage operational 

schedules for 15 years. Simulations were developed in CrunchFlow, a multi-species 
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reactive transport simulation code(Carl I Steefel and Molins 2016) that has been used 

extensively used to understand subsurface geochemical reactions(Dávila et al. 2016; L. 

Zhang et al. 2015).   

 

Figure 3.1: Schematic of the energy storage system and model domain for the reactive 

transport simulations. 

 

 To consider the most reactive zone in the storage system, the brine-saturated 

region adjacent to the cushion gas plume was considered here (Figure 3.1). In this 

region, CO2 will dissolve into the brine phase, creating a region of acidified-brine 

favorable for geochemical reactions in the system(Huq et al. 2015). Here, a fifteen-

centimeter domain in the acidified-brine zone was selected for simulations. The model 

domain was discretized into forty-five equally spaced grid cells. For ease of comparison 

of the concentration of major ion species, mineral volume fractions, and porosity 

evolutions, the model system is monitored at three locations called the upstream, 

midstream and downstream locations. The upstream is in the first internal grid cell, the 

midstream in the central internal grid cell, and the downstream location is the furthest 
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mineral grid cell from the injection well. The model domain was bounded by two 

‘ghost’ cells that serve as the boundary condition in the one-dimensional flow through 

simulation. 

Two daily operational schedules are used in this study, one consisting of a 

periodic storage schedule that includes a shut-in or storage period and the other a 

continuous storage schedule without the shut-in or storage period. In this study, we 

referred to the subsurface flow condition generated during continuous schedule as the 

injection-extraction flow regime because it comprises of the injection cycle and 

extraction cycle.  The flow condition for the periodic schedule is referred to as the 

injection-storage-extraction flow regime as it includes the duration of storage or storage 

cycle. The continuous schedule consists of 12 hours of injection cycle followed by 12 

hours of extraction cycle. The periodic schedule incorporates a 6 hours shut-in or 

storage cycle between 7 hours of injection cycle and 11 hours of extraction cycle. The 

periodic storage schedule is similar to the schedule used during the Pittsburg, Illinois 

field test(R. D. Allen 1981; R. D. Allen et al. 1983). In both simulations, the injection 

cycle corresponds to flow of CO2 saturated brine away from the injection well from the 

‘ghost’ boundary cell adjacent to the upstream cell location. During the extraction 

cycle, the effluent brine from the injection cycle is captured in the downstream 

boundary or ‘ghost’ cell. Then it will serve as a source cell for the brine to be recycled 

through the system by making the first contact with the downstream location. Also, the 

upstream boundary or ‘ghost’ cell serves as a catchment for the effluent injected into 

the system during the extraction cycle. Therefore, the composition of the influent brine 

for each cycle is based on the effluent of the preceding flow cycle. However, the 

difference is that the brine for each injection cycle is equilibrated with CO2 to 

demonstrate the constant dissolution of CO2 into the acidified-brine zone as expected 

at the brine-cushion gas boundary. For the flow regime that incorporates the duration 

of storage, flow ceases during storage cycle and the system effectively becomes a batch 

system. Both simulations undergo a complete cycle in 24-hour which corresponds to a 
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CES system used daily for power generation(Fleming et al. 2018; Pfeiffer, Beyer, and 

Bauer 2017; R. D. Allen et al. 1983) and the cycles were studied for over a fifteen years 

study period.  

The model system was assumed as a homogenous and isotropic domain and 

initialized based on the mineral compositions, surface areas, and porosity from Qin and 

Beckingham(Qin and Beckingham 2019). The initial brine composition was calculated 

based on a 1M NaCl brine in equilibrium with formation minerals for ten thousand 

years at reservoir temperature and pressure(Qin and Beckingham 2021a; Xu et al. 

2007).  The corresponding reservoir temperature and pressures were 50oC and 100 bar 

based on the geothermal gradient at Kemper, Mississippi and a typical pressure 

gradient(Reysa 2012; Nathenson and Guffanti 1988; Bachu 2000). The pH of the brine 

was determined via charge balance. The CO2 saturated brine composition was 

determined by equilibrating brine with a constant partial pressure of CO2 at the depth 

of storage in the Paluxy formation. The Duan CO2 solubility model, which factors for 

high pressure and temperature conditions, was used to calculate the CO2 solubility in 

brine(Duan et al. 2006). A brine flowrate of 0.489 m/day was used for the continuous 

schedule. The flowrate is extrapolated for the Paluxy reservoir conditions from field-

scale simulations of brine fluid velocities adjacent to injected CO2 plumes in a similar 

reservoir condition(S. Zhang and DePaolo 2017). Flowrates of 0.838 m/day and 

0.533m/day are used for injection cycles and extraction cycles, respectively. Two 

different flow rates were used for the periodic operational schedule to maintain equal 

pore volumes as to the continuous operational system during each 24-hour cycle.  

Mineral reactions in CrunchFlow are simulated using a rate law based on 

transition state theory. The corresponding parallel rate laws are given by,  

𝑟𝑠 =  −𝐴 (∑ 𝐾𝑎
𝑁
𝑎=1  (∏ 𝑎𝑖

𝑝𝑖𝑎𝑁𝑐+ 𝑁𝑥
𝑖=1 )) (1 −  (

𝑄𝑠

𝐾𝑠
)

𝑀
)

𝑛

   (1) 

where 𝑟𝑠 is the reaction rate, 𝐴 is the reactive surface area of a constituting mineral in 

the rock sample, 𝐾𝑎 is the equilibrium dissolution rate constant for the ‘a’th parallel 

reaction, 𝑁 is number of parallel reactions, 𝑝𝑖𝑎 is an exponent that gives the dependence 
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of a species i on the ‘a’th parallel reaction, ∏ 𝑎𝑖
𝑝𝑖𝑎𝑁𝑐+ 𝑁𝑥

𝑖=1  explains the degree of 

equilibrium effect of ions in solution, n and M are exponents which are experimentally 

determined to explain nonlinear dependence of the affinity term, 𝐾𝑠 is the equilibrium 

constant, and 𝑄𝑠 is the ion activity product for the rock-water interaction. Here, reaction 

rate constants from previously published experimental works were extrapolated to 

formation conditions, following the method in Beckingham et al. 2017. Mineral 

accessible surface areas determined from a multi-scale imaging analysis in Qin and 

Beckingham 2020 on a sample from the Paluxy formation were used here as reactive 

surface areas. These surface areas reflect the mineral surfaces accessible to reactive 

fluids in the formation. The aqueous activity coefficients of the brine solution were 

calculated using the extended Debye-Huckle model.  

 

Table 3.2: Simulation Parameters for the periodic and continuous simulation model. 

Simulation Parameters Periodic Schedule Continuous 

Schedule 

 

Flow rate 

(m/day) 

Injection 0.838 0.489 

Shut-in 0 - 

Extraction 0.533 0.489 

 

Operation 

schedule (hours) 

Injection duration  7 12 

Shut-in duration 6 - 

Extraction duration 11 12 

Reservoir Permeability 1555.5 mD 

Reservoir porosity 24.84 % 

 

3.3.0 Result and Discussion 

3.3.1 Continuous Operation Schedule  

 The simulated evolution of mineral volume fractions for the continuous 

operational schedule (cyclic injection and extraction) are shown in Figure 3.2. During 

the first cycle, the flow of acidified brine into the domain during injection results in 

rapid dissolution of calcite close to the injection point. This increases the calcium ion 

concentration (Fig. 3.3) and buffers the pH (Fig. 3.4) such that no additional calcite 

dissolution occurs downstream (Fig. 3.2). Siderite also dissolves, resulting in an 
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increase in iron concentrations and further buffering of the pH. Dissolution of siderite 

occurs throughout the domain with greater extents of dissolution closer to the injection 

well where the brine is the most undersaturated with respect to siderite. Smectite 

dissolves equally across the simulation domain, resulting in the production of aluminum 

ions. The produced aluminum results in early supersaturation of muscovite followed by 

slight dissolution of muscovite throughout the domain. Quartz and K-feldspar remain 

stable across the domain throughout the first injection period.  

After twelve hours, the flow reverses as the first extraction cycle begins and 

continues until 24 hours. During this period, a constant composition brine, 

corresponding to the brine composition at the end of the proceeding injection cycle, 

enters the domain at the location furthest from the injection well and flows towards the 

injection well. The recycled brine has a pH of 4.93 (Fig. 3.4) and results in dissolution 

of siderite (Fig. 3.6), producing iron ions (Fig 3.4). The dissolution rate of siderite is 

the greatest furthest from the injection well, where the distance from equilibrium is 

greatest and reduces closer to the injection well as iron concentrations in solution 

increase. Smectite dissolves across the simulation domain at a relatively constant 

dissolution rate. No additional calcite dissolution occurs during this period due to 

elevated calcium ion concentrations in the solution from dissolution during the 

proceeding injection cycle. Quartz and K-feldspar remain stable.  

The second injection period begins after 24 hours. During this period, a constant 

composition brine saturated with CO2 enters the simulation domain. As the brine is 

recycled, the ion concentrations from the proceeding extraction period are maintained 

with additional acid added from equilibrium with the adjacent CO2 plume. This results 

in conditions favorable for additional mineral dissolution, most notably siderite and 

smectite which are still undersaturated in solution. While the pH of the brine is 4.93, 

no additional calcite dissolution occurs because of the high concentration of calcium in 

the brine.  
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This continuous cycling of injection and extraction continues over the 15-year 

study period and the resulting simulated evolution of mineral volume fractions are 

shown in Figure 3.2. Calcite dissolution predominantly occurs at the edges of the 

simulation domain and calcite is relatively stable in the middle of the domain for the 

duration of the simulation. Muscovite continuously dissolves and is completely 

consumed within the first 1.5 years. The dissolution of muscovite results in an increase 

in the concentration of aluminum and silicate ions used by precipitating minerals in the 

system. The precipitating mineral favored as a result includes albite, kaolinite and 

gibbsite which are minerals dependent on the aluminum and silicate ion which was 

released into the brine by the muscovite dissolution. After 1.5 years, the siderite mineral 

which dissolved throughout the domain started precipitating throughout the domain. 

This behavior of siderite stems from the fact that before the precipitation of siderite 

began, there was high iron ions (Fig 3.5) released from siderite dissolution was used to 

promote chlorite precipitation. Hence, the consumption of released iron ions favors 

continued siderite dissolution (Fig 3.6). However, after 1.5 years, when the muscovite 

mineral is completely consumed to reduce the concentration of other ions that creates 

the conditions that are favorable for chlorite precipitation. The solution becomes 

supersaturated with respect to siderite ion to favor siderite precipitation (Fig. 3.7). To 

compensate for the depleted aluminum ion due to muscovite complete dissolution, the 

system triggered an increase in smectite dissolution. However, the low reactivity of the 

smectite meant that it cannot reverse the saturation condition of the brine to favor 

siderite dissolution. On the other hand, the increase in smectite dissolution resulted in 

the sufficient increase in magnesium ion concentration. The availability of calcium and 

magnesium ions in the brine result in dolomite precipitation. As calcium is consumed 

with dolomite precipitation after 1.5 years, calcite dissolution is again favored. After 

5.5 years, calcite is completely depleted near the injection well. Calcite dissolution 

mostly occurs at the inlets of the domain because this is where the mineral is in contact 

with the most acidified brine and the brine is mainly buffered within the domain. The 
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addition of silicate based on the dissolution of muscovite and smectite results in 

precipitation of quartz and conditions favorable for chalcedony precipitation. K-

feldspar remains stable throughout the simulation.  

Ions released from dissolving minerals create conditions favorable for 

formation of secondary mineral phases. Figure 3.8 shows the simulated evolution of 

saturation indices for potential secondary mineral precipitates at three locations in the 

simulation domain. Dissolution of calcite, siderite, and smectite during the cycle create 

conditions favorable for precipitation of chlorite, gibbsite, chalcedony, kaolinite, 

dolomite, and albite minerals.  

 

3.3.2 Operational Schedule Comparison 

 The simulated evolution of mineral volume fractions for the operational 

schedule that includes the storage period is shown in Figure 3.2. As evident in Figure 

3.2, injection, storage, and extraction result in the dissolution of calcite at the simulation 

domain boundaries and siderite, smectite, and muscovite throughout the simulation 

domain. Quartz precipitation occurs throughout the simulation domain. 

The variations in the evolution of calcite and siderite at closest and furthest from 

the injection well makes it easy to compare the continuous operational schedule with 

the periodic operational schedule, especially within the plots of the first two cycles (fig. 

3.6). The two operational schedule has equal pore volume of acidified brine flowing 

into the system during injection resulting in a rapid dissolution of calcite and siderite 

during injection flow of acidified brine. The flow duration for the injection period of 

the continuous schedule is 12 hours while the periodic schedule operates with 7 hours 

injection period. The prolong period of injection of the acidified brine resulted in more 

dissolution of calcite and siderite near the injection well in the continuous schedule. In 

the storage schedule, there is less dissolution close to the injection well regardless of 

the higher flowrate during injection period of the periodic schedule. After the 7 hours 

of injection, the periodic schedule undergoes a 6 hours of storage. During storage, 
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calcite dissolution slows as the transport component of the reaction is eliminated. The 

calcite mineral undergo a halt in reaction progress while the siderite resulted in decrease 

in dissolution rate. There was no storage period in the continuous schedule. 

During the first extraction period, calcite mineral stayed stable. As the brine is 

already close to saturation with the calcite, this does not result in enhanced dissolution 

during extraction. However, the dissolution rate again increases in siderite. The 

dissolution rate of siderite is highest at the downstream location which is closest to the 

source of brine during the extraction period. The observed dissolution extent during 

extraction period of the injection-storage-extraction cycle is because there was less 

dissolution during storage which result in a lower saturation of the brine relative to 

siderite. This created conditions that are more favorable for further siderite dissolution 

during extraction unlike calcite. Conversely, more siderite dissolves in the continuous 

schedule during the injection period, resulting in a relatively higher saturation of the 

brine with siderite to limit the extent of downstream siderite dissolution during 

extraction period. 

During the first 1.5 years, there was more upstream dissolution in the continuous 

flow regime during the siderite dissolution phase. During the siderite precipitation 

phase after 1.5 year, the periodic schedule shows a more upstream precipitation extent 

than the continuous schedule but the continuous schedule shows more precipitation 

extent at the downstream location. As for calcite, there was less calcite dissolution close 

to the injection well in the periodic schedule because the injection period is shorter. 

However, the relatively long period of extraction period in the periodic schedule 

allowed for more calcite dissolution at the downstream location notwithstanding that 

equal pore volume flow through the domain during the injection and extraction period 

of each cycle. For the simulation timeline, however, there was incomplete calcite 

dissolution in the upstream location of the periodic flow regime while the upstream 

calcite completely dissolves in the continuous flow regime. The periodic schedule has 
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greater extents of dissolution furthest from the injection well and less calcite dissolution 

occurs in the continuous schedule at the downstream location.  

Generally, there is a significant similarity in the evolution during the two 

operational schedules. The reaction progresses initially with the ongoing calcite and 

siderite dissolution to buffer the system. And eventually, siderite dissolves to buffer the 

reaction condition for duration of the first 1.5 years. However, the complete dissolution 

of muscovite in the periodic system within the first 1.5 years of simulation causes the 

readjustment of saturation condition of the brine which kicks in the long-term reaction 

pathways in the system which is similar to the periodic and continuous schedule system. 

Calcite dissolution rate increased in the system to singly act as the only buffer mineral 

as siderite begins to precipitate in the system. Also, in both systems, the precipitation 

rate of siderite decreased with the decreasing rate of calcite dissolution in both 

operational schedules which was more obvious in the periodic flow regime when the 

downstream calcite is approaching complete dissolution. Also, both schedules show the 

tendency to support similar mineral precipitate in the system.  

Irrespective of whether the ongoing simulation cycle is an injection cycle or 

extraction flow cycle, the midstream location in each operational schedule is expected 

to mainly encounter the buffered acidified-brine solution. As a result, the mineral 

system under the two flow regimes evolves similarly within the domain. Muscovite and 

smectite minerals exhibited a continuous dissolution reaction within the domain. 

Muscovite mineral is the only mineral to completely dissolve within the domain while 

the smectite volume fraction within the domain continuously decreased. Within the 

domain, the quartz mineral initially stayed stable but reversed its reaction pathway to 

start undergoing precipitation reaction. However, K-feldspar stayed approximately 

stable in the formation throughout the simulation timeline. Generally, the least 

dissolution and the most stability occur within the domain during the two operational 

schedules.   
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Figure 3.2: The simulated evolution of relative mineral volume fractions at three 

locations across the simulation domain over 15 years for the injection-storage-

extraction flow regimes (left) and injection-extraction flow regimes (right). 0 cycle is 

the initial condition, and 5475 cycles PV is the last pore volume to flow through the 

porous media. red reflects 0 cycles, dotted red 1 cycle, green 180 cycles, dotted green 

365 cycles, blue 730 cycles, and dotted blue 5475 cycles. One cycle is completed in 24 

hours. 
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Figure 3.3: The simulated evolution of calcium ion concentrations of the porous 

formation at specific times during the first cycle of injection and extraction. The red 

represents the evolution during the injection cycle, and green the evolution during the 

extraction cycle. 
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Figure 3.4: The simulated evolution of major ion concentrations and pH of the porous 

formation in three different grid cells over the first two cycles for the injection-storage-

extraction flow regimes (left) and injection-extraction flow regimes (right). Upstream 

is closest to the source of CO2 injection and downstream is furthest. The red represents 

the upstream location, green the midstream location, and blue the downstream location. 
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Figure 3.5: The simulated evolution of major ion concentrations and pH in three 

different grid cells over the 15 years study period for the injection-storage-extraction 

flow regimes (left) and injection-extraction flow regime (right). Upstream is closest to 

the source of CO2 injection and downstream is furthest. The red represents the upstream 

location, green the midstream location, and blue the downstream location. 
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Figure 3.6: The simulated evolution of mineral volume fraction across the domain 

length at 0hr (red line), 12 hrs (green line), 24 hrs (blue line) for the injection-storage-

extraction flow regimes (left) and injection-extraction flow regimes (right). 
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Figure 3.7: The simulated evolution of mineral volume fraction in three different grid 

cells over the 15 years study period for the injection-storage-extraction flow regimes 

(left) and injection-extraction flow regime (right). Upstream is closest to the source of 

CO2 injection and downstream is furthest. The red represents the upstream location, 

green the midstream location, and blue the downstream location. 
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Figure 3.8: The simulated evolution of mineral saturation in three different grid cells 

locations over the 15 years study period for the injection-storage-extraction flow 

regimes (left) and injection-extraction flow regime (right). Upstream location is closest 

to the source of CO2 injection and downstream location is furthest. The red represents 

the upstream location, green the midstream location, and blue the downstream location. 
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3.3.3 Porosity 

 The simulated evolution of porosity for the continuous and periodic schedules 

are shown in Figure 3.9 and Figure 3.10. These plots give the overall picture of the 

mineral evolution relative to pore spaces in the system. 

 

 

Figure 3.9: The simulated evolution of mineral porosity of the core sample in three 

different grid cells location over the fifteen years study period for the injection-storage-

extraction flow regime (left) and injection-extraction flow regime (right). The upstream 

location is closest to the injection well and the downstream is furthest. The upstream 

location is closest to the injection well and downstream is furthest. The red represents 

the upstream location, green the midstream location, and blue the downstream location. 

 

 

Figure 3.10: The simulated evolution of porosity with increasing number of pore 

volumes (PV) of CO2 acidified brine flowing through the simulation domain over 15 

years for the injection-storage-extraction flow regime (left) and injection-extraction 

flow regime (right). 0 cycle is the initial condition and 5475 cycles PV is the last pore 

volume to flow through the porous media. Dark green represents 0cycle, red 1cycles, 

light green 730cycles, blue 1460cycles, magenta 2005cycles, dotted dark green 

2735cycles, dotted red 3465cycles, dotted light green 4015cycles, dotted blue 

4745cycles, and dotted magenta 5475cycles. One cycle is completed in 24 hours. 

 

 The downstream porosity evolution is the main difference in the porosity of the 

two flow regimes. Both flow regimes have a similar evolution for the midstream 
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location. The upstream location has a similar final porosity evolution despite the initial 

1.33% difference in porosity after two cycles. The upstream porosity evolution 

increased in the periodic flow regime to reduce the final porosity difference to 0.38% 

difference in upstream porosity. It is important to note that there is moderate evolution 

of porosity within the domain in the system shown by the porosity evolution across the 

domain length (Figure 3.10) even after 15 years of cycling acidified brine in the single-

phase zone of the reservoir adjacent to CO2 cushion gas. This signifies that regardless 

of the operational schedule, there is potential for flow cycling to preserve a mineral 

pore structure of a mineral system when a geochemical reaction is solely considered in 

a compressed energy storage system. The porosity evolution is dependent on the extent 

and rate of dissolving minerals. In this simulation, calcite, siderite, smectite, and 

muscovite are the dissolving mineral. However, given the small volume fraction 

(0.23%) of the muscovite that completely dissolved and about 3.54% of smectite that 

dissolves, it can be said that calcite dissolution primarily controlled the overall porosity 

evolution. Hence, explaining why the temporal porosity plot mirrored the calcite 

dissolution plot. The other controlling factor to porosity evolution is tied to mineral ion 

saturation. From the simulation result, elevated ion concentrations are maintained in the 

recycling brine. This limits mineral dissolution rate for both the periodic and continuous 

schedules, regardless of the acidification of the brine by the adjacent CO2 cushion gas. 

Overall, the system attained 86% and 91% of its final porosity with the first year of 

cycling the acidified brine in the formation. This can serve as a guideline to know that 

using CO2 as a cushion gas will require adequate monitoring during the early stages of 

the project. 

 

 

3.4 Conclusion 

 Energy generation through renewable energy production can help reduce the 

concentration of anthropogenic emissions. The challenge of developing sufficient 
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storage to ensure energy security during the intermittency of renewable energy 

production could be solved through porous media compressed energy storage (PM – 

CES) system. When a certain condition is met, CO2 could be securely stored in the 

subsurface as its favorable properties are exploited for energy to increase the efficiency 

of PM-CES system(Curtis M. Oldenburg and Pan 2013a). Also, the prospect of utilizing 

CO2 as a cushion gas and sequestrating the gas in the process for clean energy 

production could be done using operational schedules that can be broadly categorized 

as the continuous operational schedule and periodic operational schedule. Where the 

major difference between the operational models is the presence of storage duration in 

the periodic operational schedule. 

Storage duration became a geochemical concern after it was understood from 

the previous study that there is relatively mild geochemical evolution in porous media 

used for energy storage under continuous operational schedule in comparison to using 

the same formation for CO2 sequestration(Chidera O. Iloejesi; Lauren E. Beckingham 

2021). The concern with the storage duration is that the evolution of rock minerals and 

their major ions in solution is expected to behave differently during the storage period, 

and the cumulative effect of the distinctive storage geochemical evolution could result 

in developing a unique reaction pathway for the geochemical reaction occurring in a 

formation used for compressed energy storage that incorporates a shut-in or storage 

duration. Hence, this study used reactive transport simulation to evaluate the difference 

between the periodic and continuous flow schedules by comparing mineral volume 

fraction, ion concentration, and porosity. 

The injection-storage-extraction operational schedule and injection-extraction 

operational schedule induces two acidified brine flow patterns referred to in this study 

as the periodic or continuous flow regime, respectively. The difference in the mineral 

volume fraction of the two flow regimes is in the carbonate mineral evolution. The 

downstream carbonate dissolution is greater in the periodic flow regime. Similar to the 

volume fraction evolution, the downstream porosity evolution is greater for the periodic 
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flow regime in comparison to the continuous flow regime. The major ion concentration 

shows that the storage duration encourages a slower rate of reaction. The slow storage 

period explains the overall reason for increased downstream dissolution.  This is 

because the slow reaction period makes the saturation condition of the injected brine in 

a condition that allows for more downstream dissolution during the recycling of the 

brine as the storage cycle progresses. However, the overall difference in the 

downstream carbonate and porosity evolution is not statistically significant. Hence the 

operational schedule does not have any effect on the geochemical evolution of 

formation used for compressed energy storage. 

This means that there will be an unexpected geochemical condition in a closed-

boundary, single-phase region of a PM-CES system based on the operational schedule 

used in running the plant. A mild evolution pattern of the system shows that adequate 

monitoring of the system, especially at the early stage of the simulation, can be helpful 

to avoid unexpected operational hazards. Furthermore, the evolution pattern predicts 

the relative preservation of pore structure especially in the midstream location despite 

the geochemical reaction occurring in the system due to the use of a reactive gas as 

cushion gas. As a result, concerns about the injectivity and working gas production rate 

during the operation of the storage plant could be manageable. If the reaction in the 

single-phase zone is excessive, there will be a high increase in porosity across the 

mineral location that would allow the CO2 cushion gas to migrate. The migration will 

reduce the pressure buildup in the storage zone and this will affect the efficiency of 

storage. The fifteen years of simulation as shown in this study show that the overall 

impact of geochemical reactions in the single-phase zone of PM-CES utilizing CO2 as 

a working gas promises a limited geochemical reactivity. 
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Abstract 

Geologic CO2 sequestration in porous saline aquifers is a promising approach to 

reducing atmospheric concentrations of CO2. Once injected, CO2 will dissolve into the 

brine to create an acidic environment, resulting in dissolution of primary formation 

minerals. Released ions can reprecipitate as secondary minerals, including carbonate 

minerals which securely trap injected CO2. This mineral trapping is highly desirable as 

it is the most secure CO2 trapping mechanism. Reactive transport simulations provide 

the opportunity to analyze which factors influence geochemical reactivity in the 

reservoir and understand those most important for promoting mineral trapping. Here, 

reactive transport simulations are leveraged to enhance understanding of aquifer 

properties (porosity, permeability, depth, and carbonate mineralogy) on the overall CO2 

trapping potential. A controlled set of field scale simulations is carried out successively 

varying aquifer properties to understand the impact of each unique property on CO2 

sequestration. For each simulation, the amount of gaseous, aqueous, and mineralized 

CO2 is tracked and compared. Simulations reveal that the considered aquifer properties 

impact the sequestration efficiency, defined as the rate at which the CO2 injected into 

the aquifer is converted to aqueous or mineralized CO2. Based on the studied properties, 

the impact of aquifer properties on CO2 evolution depends on the stage of the 

mailto:leb0071@auburn.edu
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sequestration project. During injection, understanding the amount of carbonate 

mineralogy of an aquifer has the most significant impact on predicting the evolution of 

injected CO2. Post injection, the depth of the storage reservoir has the largest impact on 

the evolution of CO2. 

 

4.1 Introduction 

 Adopting CO2 sequestration technology is necessary to tackle the emission of 

greenhouse gases due to fossil fuel energy generation. Geologic CO2 sequestration is 

one such promising technology for reducing point-source CO2 emissions. A key 

component of developing this technology is determining the subsurface storage aquifers 

where the captured CO2 gases would be safely injected. Potential deep storage 

geological sites include coal seams, aquifers, and oil and gas fields. The enormous 

capacity and ubiquity of subsurface storage aquifers make the prospect of subsurface 

CO2 sequestration in saline formations appealing (Goodman et al. 2011). In the United 

States alone, 75% of saline geological formations favor underground storage (K. Allen 

1985).  

 Sequestration projects typically use CO2 for enhanced oil recovery, like in 

Weyburn project (Whittakera et al. 2011), or inject CO2 into porous saline aquifers for 

stroage, such as in Sleipner project (Baklid, Korbol, and Owren 1996). These CO2 

sequestration projects have been carried out at the pilot and commercial scale in 

geological media (NETL 2015). However, optimizing the CO2 sequestration 

technology in subsurface formations requires an adequate understanding of all aspects 

of injection and its implications for efficient CO2 trapping. Once injected into the 

subsurface, CO2 evolves through four different trapping mechanisms including 

structural/stratigraphic trapping, residual trapping, dissolution trapping, and mineral 

trapping (De Coninck and Benson 2014b). Initial trapping results from CO2 being 

structurally trapped in the target storage aquifer below a low or impermeable barrier in 

the supercritical phase (Espinoza and Santamarina 2017). The trapped CO2 then 
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dissolves into the brine in a process called dissolution trapping (Duan et al. 2006). As 

most sedimentary storage aquifers are water-wet, imbibition of the brine results in 

residual trapping of CO2 (Hunt, Sitar, and Udell 1988; Juanes et al. 2006). Finally, the 

acidified brine geochemically reacts with the subsurface rock minerals, dissolving 

primary minerals and forming new carbonate phases that permanently trap injected CO2 

through mineral trapping, the most secure form of trapping (J. Matter, Geoscience, and 

2009 2008). The geochemical timeline for attaining mineralization of injected CO2, 

however, is not well understood. Hence, understanding the factors that influence the 

injected CO2 evolution will be the focus of this work and will ultimately be helpful 

towards understanding CO2 mineralization. 

Several factors have been identified in previous studies that affect the efficiency 

and rate of mineralization in a storage site. This includes the vertical permeability of 

caprocks, the residual CO2 saturation in aquifer rocks, abundance of potential cations, 

and the reactive surface area of silicate rocks (Bourg, Beckingham, and DePaolo 2015). 

Core scale evaluation of potential target formations has identified the importance of 

abundant iron, magnesium, and calcium cations in silicate and oxide minerals which 

can neutralize acidified brine and eventually mineralize into new carbonates (S. Zhang 

and DePaolo 2017). It is shown that the ease with which these species can be released 

by the potential host rock can facilitate further reaction and hence increase storage 

efficiency (Kelemen et al. 2011; J. M. Matter et al. 2016; B. Peter McGrail et al. 2017). 

Mineral reactive surface area has a noted impact on geochemical reactions where higher 

reactive surface areas increase the rate of mineral reactions (Qin and Beckingham 

2021b).  

While these nano- and microscale properties have shown to contribute 

significantly to understanding the storage efficiency, it is also important to understand 

how field-scale properties correlate to potential geochemical reactivity necessary for 

CO2 trapping. Typically, field-scale subsurface characterization is conducted before 

CO2 injection to determine aquifer suitability for storage. Most storage site 
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investigations produce data on the porosity, permeability, mineralogy, stratigraphy, and 

depth and thickness of the storage formation(s). These are used to predict the stress-, 

and flow state of the subsurface and as indicators for the feasibility of subsurface CO2 

sequestration in the targeted formation. For instance, porosity and permeability are 

typically used to evaluate the ease of injection. Core samples extracted during borehole 

drilling can be used to help determine the mineral composition. The stratigraphy 

evaluation of the borehole log confirms the presence or absence of a caprock formation. 

The depth of storage is a critical factor to consider in most subsurface storage processes 

because of its impact in achieving a supercritical state of injected CO2. Furthermore, 

depth influences aquifer deliverability (Pfeiffer and Bauer 2015b). Petrologically, the 

depth is critical in characterizing the texture and compactness of the formation grains. 

This implies that depth would have an impact on the permeability and porosity of the 

formation (X. Wang and Economides 2013). The trend typically shows that some 

deeper formations are less porous or permeable than shallower formations. The 

disparity in grain size distribution can be accentuated with increasing thickness of the 

formation. Despite this direct information gained during site investigation, the nano and 

core scale are typically used to infer the magnitude of potential geochemical reactions 

and CO2 mineralization potential of a storage site.  

This study conducts a field-scale simulation study of CO2 sequestration to gain 

insight into how different aquifer properties could affect CO2 trapping and the timeline 

of storage processes. Here, the evaluated aquifer properties include the depth of storage, 

aquifer thickness, volume fraction of carbonate minerals, porosity, and permeability. 

The study approach simulates small to large variations of each aquifer property as 

compared to a base case model to evaluate the impact of each aquifer property on CO2 

trapping. By no means could the properties considered in the study be an exhaustive 

list. Moreover, the paucity of data currently available for most aquifer properties 

presents the challenge of using the actual deviation of field investigation data of each 
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aquifer property from the mean value. However, this study will provide a metric to 

understand the relationship between aquifer properties and CO2 trapping potential.  

The geochemical predictive capacity of numerical reactive transport simulations 

are used in this study. Reactive transport simulations have successfully been used to 

predict and analyze geochemical reactions in subsurface aquifers (Audigane et al. 

2007). Generally, numerical modeling of geochemical processes is an important tool in 

understanding the slow-reacting alumino-silicates minerals that influence 

sequestration. Specific site evaluations require that the numerical model uses site-

specific parameters to uniquely identify the physical and geochemical conditions of a 

storage site. Also, kinetic parameters will influence simulations of geochemical 

reactivity and should be adequately evaluated. Since this study is not entirely tailored 

to a particular site in terms of kinetic and hydraulic properties of the model, our study 

will not be emphasizing the quantitative values of CO2 trapping produced for a specific 

geologic sequestration system.  

 

4.2 Model Description and Setup 

 Field scale reactive transport simulations were used here to evaluate CO2 

trapping efficiency in a porous saline aquifer, evaluating solubility trapping through 

mineral trapping to understand how changes in aquifer properties impact trapping. The 

TOUGHREACT reactive transport simulator was used for modeling the coupled 

subsurface multiphase transport and reaction system in this study (Tianfu Xu, Eric 

Sonnenthal, Nicolas Spycher 2017). The isothermal simulation setup for the spatial and 

temporal reactive chemistry evolution in this study used the ECO2N fluid property 

module (Pruess 2005). This module package of TOUGHREACT helps to handle the 

CO2 and water thermophysical properties under the typical range of temperature and 

pressure conditions of a potential storage aquifer. The computational coupling of the 

reactive chemistry and transport in the hundreds of grid blocks developed to discretize 

the system was done using iterative techniques due to the expensive time and space 
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complexity of the direct solver. For this simulation, changes in porosity and 

permeability were allowed to influence the flow. A 2-dimensional radially symmetric 

model used in this study was developed using the TOUGHREACT MeshMaker 

module.  

Five sets of simulations were carried out, systematically varying the porosity, 

permeability, carbonate mineralogy, and depth of storage. For each simulation set, only 

the examined aquifer property, like porosity, was changed while others were assigned 

to a base-case value. The base-case properties here are from the Paluxy formation 

located in the southern region of the United States which is being considered as a 

potential CO2 storage formation (Jalali et al. 2021; Qin and Beckingham 2019; 

Kuuskraa, V., Koperna, G., & Riestenberg 2020). Table 1 shows the simulation 

approach adopted to successively change each aquifer property of the model to 

understand how that aquifer property affects CO2 trapping.  

 

Table 4.1: Simulation parameter values for each considered aquifer property. Aquifer 

formation properties for acting and proposed CO2 reservoir formations were collected 

from the literature and the low, mid and high values reported here. The values are 

representative of the range of aquifer properties in these target formation and do not 

necessarily correspond to the exact minimum or maximum values. The literature values 

are rounded up or down so that the chosen base case aquifer value could be numerically 

approximate to the average of the low and high value. 1(Balashov et al. 2013), 
2(Ahmmed et al. 2016b), 3(Lu et al. 2012), 4(Climate and 2006 2006), 5(Audigane et al. 

2007), 6(Delshad et al. 2013), 7(Ayobami Timothy Folaranmi 2015), 8(Michael et al. 

2009). 

 Porosity Permeability Carbonate 

mineralogy  

Aquifer 

thickness 

Depth 

Low Values 10%1 50mD2 2%1 20m3 800m4 

Base Case 25% 500mD 11.5% 100m 1500m 

High Value 40%5 1000mD6 21%7 180m4 2200m8 

  

 The fixed aquifer properties used to define the model were also based on the 

Paluxy formation in the southeastern region of the United States as obtained from the 

literature and given in Table 2 (Qin and Beckingham 2019). The model was initialized 

based on a homogeneous mineral composition given in Table 2 including a dominant 
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quartz mineral phase of 76.45% abundance, calcite at 9.63%, siderite at1.98%, and a 

few other minerals including smectite, K-feldspar, and muscovite with mineral 

abundance of 8.23%, 3.50% and 0.31% respectively. The pressure and temperature at 

the simulated depths were calculated based on the hydrostatic pressure gradient of 0.43 

psi/ft (J. C. Pashin et al. 2008), surface temperature of 20oC and temperature gradient 

of 20oC/km at the location (John Warner 1993; Nathenson and Guffanti 1988). For each 

simulated aquifer thickness, the aquifer was discretized into 20 layers. The radial 

boundary of the aquifer was assigned at 100km from the point of injection and reflected 

constant temperature, concentration, and pressure conditions. The radial discretization 

was uniform at the proximity of the injection well and increased logarithmically with 

distance away from the point of injection.  

It should be noted that there are additional considerations for defining the 

mineralogical composition of the formation. For simulations with varied carbonate 

mineral fraction, the change in calcite fraction was compensated by adjusting the quartz 

volume fraction as quartz has been shown to minimally affect geochemical reactions 

because of its slow kinetics (Tullis and Yund 2015). The vertical permeability of the 

model is assigned a value that is one order of magnitude less than the horizontal 

permeability while the values of the horizontal permeability used to study the impact 

of permeability are shown in Table 3. 
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Table 4.2: Base case mineral composition, mineral abundance, volume fraction, and 

reactive surface area of primary minerals(Qin and Beckingham 2019), and reactive 

surface areas of secondary minerals (Xu, Apps, and Pruess 2004b). 

Mineral Mineral Reaction Mineral 

Abundance 

(v%) 

Surface 

Area 

(m2g-1)  

Quartz Quartz = SiO2(aq) 76.45 2.59E-2 

Calcite CaCO3 + H+ = Ca2+ + HCO3
- 9.63 1.42E-3 

K-Feldspar K-Feldspar + 4H+ = K+ + Al3+ 

+SiO2(aq) + 2H2O 

3.50 1.15E-3 

Smectite Smectite + 7.8H+  = 0.2K+ + 

1.25Al3+ + 3.5SiO2(aq) + 4.9H2O 

+ 0.7Fe2+  + 0.1Na+ + 

0.025Ca2+ + 1.15Mg2+ + 

0.05O2(aq) 

8.23 1.63E+1 

Muscovite Muscovite + 10H+  = 3SiO2(aq)  

+ 6H2O + 3Al3+ + K+ 

0.31 
1.10E+0 

Siderite Siderite + H+ = HCO3
- + Fe2+ 1.98 6.49E-4 

Kaolinite Kaolinite + 6H+ = 5H2O + 

2Al3+ + 2SiO2(aq) 

 9.8 

Gibbsite Gibbsite + 3H+ = 3H2O + Al3+
  9.8 

Albite Albite + 4H+ = 2H2O + Al3+  + 

Na+ + 3SiO2(aq) 

 9.8 

Ankerite Ankerite + 2H+ = Ca2+ + Mg2+  

+ 2HCO3
- 

 9.8 

Chlorite Chlorite + 10H+ = 2Fe2+ + 

SiO2(aq)  + 2Al3+ + 7H2O 

 9.8 

Chalcedony Chalcedony = SiO2(aq)  9.8 

Dolomite   9.8 
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Table 4.3: Fixed aquifer properties of the formation obtained from the literature. 

Geothermal gradient(John Warner 1993; Nathenson and Guffanti 1988). Hydrostatic 

gradient(J. C. Pashin et al. 2008), liquid relative permeability and capillary 

pressure(Van Genuchten 1980), gaseous relative permeability(COREY and T. 1954). 

Parameter Value/description  

Geothermal gradient 20oC/km 

Hydrostatic gradient 0.43 psi/ft 

Salinity (mass 

fraction) 

0.06 

CO2 injection rate 20kg/s 

   

 

Relative permeability 

 

 

Liquid 

𝐾𝑟𝑙 =  √𝑆∗ {1 −  (1 −  [𝑆∗]
1
𝑚)

𝑚

}
2

 

𝑆∗ =  (𝑆𝑙 − 𝑆𝑙𝑟)/(1 −  𝑆𝑙𝑟) 

Irreducible water saturation, 𝑆𝑙 = 0.30 

Exponent, m = 0.457 

Gas 

𝐾𝑟𝑔 =  (1 − 𝑆)2 (1 − 𝑆2) 

𝑆 =  
(𝑆𝑙 −  𝑆𝑙𝑟)

(𝑆𝑙 − 𝑆𝑙𝑟 −  𝑆𝑔𝑟)
 

Irreducible gas saturation, 𝑆𝑔𝑟 = 0.05 

Capillary Pressure  
𝑃𝑐𝑎𝑝 =  −𝑃𝑜([𝑆∗]−

1
𝑚 − 1)1−𝑚 

𝑆∗ =  (𝑆𝑙 − 𝑆𝑙𝑟)/(1 −  𝑆𝑙𝑟) 

Irreducible water saturation, 𝑆𝑙 = 0.30 

Exponent, m = 0.457 

Strength coefficient, 𝑃𝑜 = 19.61kPa 

 

 This study used a single well for injection of CO2 into the formation that was 

initially saturated with a brine solution. The injection of CO2 was simulated using an 8 

m injection screen thickness. Two-dimensional simulations of the injected CO2 gas 

bubble used the van Genuchten function for capillary pressure and van Genuchtem-

Mualem model for water relative permeability, respectively (Mualem 1976; Van 

Genuchten 1980). The gas relative permeability for the two-phase system was modeled 

with Corey’s curve (COREY and T. 1954). For this simulation, the activity of aqueous 

species is modeled using the extended Debye-Huckle equation (Helgeson and Kirkham 

1974; Helgeson 1981). 

TOUGREACT has the ability to treat mineral dissolution and precipitation 

using either kinetic or equilibrium thermodynamics. Here, calcite was considered under 
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local equilibrium conditions due to the fast reaction rate of calcite under the associated 

storage conditions while the remaining mineral phases were considered kinetically. The 

transition state theory (equation 1) rate expression was used for kinetic mineral 

reactions as given by,  

𝑘𝑖𝑛𝑒𝑡𝑖𝑐 𝑟𝑎𝑡𝑒, 𝑟 = 𝑘𝐴 ⌊1 − (
𝑄

𝐾
)

𝜃

⌋
𝜂

                                          (1) 

where k is the rate constant, A is the specific surface area, K is the equilibrium constant 

for the mineral-water reaction, Q is the reaction quotient, 𝜃 and 𝜂 are experimentally 

determined parameters. The kinetic rate constant, k, is a combination of neutral, acidic, 

and basic conditions. For this simulation, the kinetic parameters for most of the the 

mineral assemblage were obtained from the literature (Xu et al. 2007). The muscovite 

kinetic parameter was obtained from literature and the units were converted to a similar 

format as other inputs (Gérard et al. 1998). Amorphous silica kinetic parameters 

obtained from (Palandri and Kharaka 2004) were used as a proxy for chalcedony which 

is the preferred silica polymorph that is expected to precipitate in this system (Audigane 

et al. 2007; C. Iloejesi 2021).  The precipitation rate constant for minerals in this study 

is equivalent to the dissolution rate constant under the neutral mechanism. 

The simulation steps included the equilibration of the formation mineral with 

brine, then the constant injection of CO2 for 10 years and CO2 monitoring simulation 

for 40 years. The initial brine composition was determined via a two-component 

simulation of water-rock equilibration using a 1 molal solution of sodium chloride until 

the brine-rock system attained equilibrium (Xu, Apps, and Pruess 2004b). After 

equilibrium was attained, the simulation considered CO2 injection into the aquifer for 

10 years. The simulated injection rate was 20 kg/s to attain an annual injection of 

6.308x106 metric tons of CO2. The simulated 10 year CO2 injection period was followed 

by a 40 year simulated monitoring period.  

 As simulations progressed, the relative quantity of the aqueous, supercritical, 

and mineralized CO2 in the system was tracked. For a given aquifer volume and 

porosity, the aqueous CO2 mass is a function of water saturation, water density and CO2 
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mass fraction in water. The amount of supercritical CO2 in the system is directly 

proportional to gas saturation and gas density for a given volume of porous formation. 

The mass per unit volume of the carbonate precipitation over time is used to calculate 

the total CO2 sequestered in the mineral phase. This result of the total sequestered CO2 

in mineral phase is multiplied by the aquifer volume to obtain the cumulative mass of 

the mineralized CO2. 

 

4.3 Result and Discussion 

 The simulation results presented here will use the base case scenario to discuss 

the anticipated geochemical evolution of the system following injection of CO2 in the 

porous aquifer. Then the analysis will consider how variations in aquifer properties 

impact the sequestration efficiency.  

 

4.3.1 Base Case 

 The simulated gas saturation of CO2 is shown in Figure 4.1 after 5, 10, 20, 30, 

40, and 50 years. The figure shows the right sectional view of a radially discretized 

model vertically bisected at the injection well. The gas saturation at 5 years, which 

corresponds to a time that is during injection, shows a high gas saturation within the 

vicinity of the injection well. The high CO2 gas saturation around the injection well 

persists until the end of injection period at 10 years. As injection stops, the CO2 

concentration around the well decreases and buoyancy effects result in an increase in 

the CO2 gas phase in the upper region of domain, limited by the applied no flow 

boundary (Fig. 4.1). At this same time, the CO2 plume migrates laterally away from the 

injection well from 1400m (10 years) to 2100m (50 years).  

CO2 dissolution into the brine increases the CO2 mass fraction in the brine to a 

maximum value of 0.0405 during the injection period which occurs at 60m from the 

injection well. At the end of the injection simulation, the maximum dissolved CO2 mass 

fraction is 0.0401 which occurs at 110 m away from the injection well (Fig. 4.2). This 
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phase partitioning process as a result of the CO2 dissolution into the brine increases the 

density of the brine close to the injection well. Variations in brine density result in 

convective mixing. In a permeable formation, this flow condition may facilitate 

acidification of regions in the porous aquifer that otherwise might not have been in 

contact with the injected CO2. Since the aquifer boundary is an infinitely long distance 

from the injection well, the CO2 mass fraction remains at a value of 10x10-12 in regions 

far from the well where we do not expect the acidified CO2 to be in contact with the 

brine. 
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Figure 4.1: Sectional view of CO2 gas saturation, Sg, for the radially discretized model 

vertically bisected at the injection well. 
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Figure 4.2: Variation in the mass fraction of CO2 (XCO2) in the brine at the start of 

injection and end of CO2 injection. The Data tip information shows the variation of CO2 

in different regions of the aquifer. 

 

Dissolution of the CO2 into the brine increases the brine acidity and lowers pH where 

the resulting brine pH are shown in Figure 4.3. As a result of dissolution of CO2 into 

the brine, pH drops from the initial pH of 7.52 to a minimum pH value of 4.86 after 

five years of CO2 injection. This pH reflects buffering by dissolution of carbonate 

minerals, calcite here. Calcite dissolution increases calcium ion concentrations (Fig 

4.3c and 4.3d).  
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Figure 4.3: Contour maps of brine pH (a, b) and the concentration of total calcium 

(mol/kg H2O) (c, d) at the end of CO2 injection (10 years) and at the end of the 

simulation timeline (50 years). 

 

Generally, acidification of the brine results in conditions that are favorable for the 

dissolution of minerals. Dissolving primary minerals increase concentrations of ions in 

solution (Fig. 4.4). This can create conditions that favor precipitation of secondary 

minerals. The simulated resulting conditions are favorable for the precipitation of albite, 

kaolinite, chlorite, dawsonite, illite, hematite, and chalcedony minerals in the system. 

Some of the primary ions that control mineral reaction can be seen in Fig. 4.4.  
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Figure 4.4: Selected simulated concentrations of primary species concentration 

(mol/kg H2O)  after 50 years. 

 

Typically, the precipitation of carbonate minerals is linked to the mineralization of CO2. 

In this system, the saturation index of the carbonate minerals  (Fig. 4.5) are used to 

show the region of carbonate dissolution and precipitation in the system. The region of 

carbonate precipitation aligns with the regions with positive saturation index values 
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while a negative saturation index signifies carbonate dissolution (Fig. 4.5). The plot 

shows that some part of system undergoes calcite dissolution. This calcite dissolution 

helps buffer the system and influences the simulated positive saturation index for 

siderite and other precipitating minerals. Siderite precipitation is observed to go on in 

the system for the mineralization of the injected CO2 

 

 

Figure 4.5: Simulated saturation indices of calcite and siderite, the two carbonate 

minerals in the rock matrix, during the simulated CO2 injection and monitoring period. 

 

The simulated evolution of CO2 trapping over time is shown in Figure 4.6. The total 

amount of trapping includes contributions from aqueous trapping (dissolution of some 
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of the CO2 into the brine), mineralization (from precipitation of carbonate minerals), 

and stratigraphic trapping (where gaseous CO2 is physically trapped by the overlying 

caprock). The figure shows that majority of the injected CO2 is predominantly held 

stratigraphically as supercritical CO2 during the simulation timeline which emphasize 

the importance of low-peremeability caprock feature over the storage aquifer. Over 

time, the drop in the mass of superciritical CO2 is reflected by the increase in the amount 

of aqueous and mineralized CO2. The slow mineralization process result in lower rate 

of increase in mineralized CO2 relative to the increase in the amount of aqeous CO2.  

 

 

Figure 4.6: Simulated CO2 trapping mechanisms over the 50 year simulation period in 

million tons. The simulated injection period ends at 10 years. 

 

4.3.2 Understanding the Impact of Aquifer Properties on CO2 Trapping 

 The geochemical evolution of the base case scenario discussed above will serve 

as a benchmark for the remaining comparisons. Here, impacts of varying aquifer 
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properties on the evolution of injected CO2 including the amount of the injected CO2 

sequestered in form of gas, aqueous or mineralized are considered. Simulations 

consider low and high values (Table 2) of each property and discussion of results 

focuses on the impact of the aquifer property on the partitioning of the injected CO2. 

We will discuss the mass partitioning of the injected CO2 into aqueous phase and 

gaseous forms as well as the amount mineralized and the total CO2 trapped. The term 

trapped reflects the summation of the mineralized CO2 and that dissolved in the aqueous 

phase.  

 

4.3.2.1 Effect of Carbonate Mineralogy  

 The simulated mass change in the amount of aqueous, mineralized, gaseous, 

and trapped CO2 for systems with low and high fractions of carbonate minerals are 

shown in Fig. 4.7. Here, the amount of CO2 dissolved in the aqueous phase is the same 

in each simulation, regardless of the fraction of carbonate minerals in the aquifer. 

However, the amount of mineralized CO2 differs significantly. During the simulated 

injection period, the change in mineralization with time in high carbonate systems is 

seven times more that the amounts of low carbonate minerals. Post injection of CO2, 

the simulated rate of mineralization becomes similar for the two cases. It should be 

noted that CO2 mineralization marginally contributes to overall CO2 trapping, as shown 

for the base case in Fig. 4.6. As a result, this marginal effect of a higher rate of CO2 

mineralization appears to have no discernable impact  based on the scale used to 

represent the simulated mass of gaseous CO2 remaining in the system after the 50 years 

of simulation (Fig. 4.7). However, discernable differences in the simulated mas of 

trapped CO2 highlight the advantage of a system with a larger fraction of carbonate 

minerals in the target aquifer.  

These simulation results show that the superior advantage an aquifer with a high 

fraction of carbonate minerals has over one with a low fraction of carbonate minerals 

in liberating positive divalent cations like calcium, magnesium, and iron which aid CO2 
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mineralization. These reactions are predominately triggered during the early phase of 

CO2 sequestration. Early mineralization was also observed in the Carbfix project where 

the rapid release of divalent ions from the relatively fast dissolving basaltic formation 

improved mineralization rate (J. M. Matter et al. 2016).  The early mineralization that 

was observed was such that over 60 percent of the injected CO2 mineralized within four 

months of continuous injection over a three-half year duration (Clark et al. 2020).  

 

Figure 4.7: Comparison of the simulated aqueous, mineralized, trapped, and gaseous 

CO2 in millions of metric tons over 50 years for simulations with varying carbonate 

mineral fraction. The red line represents the high carbonate scenario, and the blue 

represents the low carbonate composition scenario. 

 

4.3.2.2 Effect of Depth: 

 Subsurface temperatures and pressures increase with formation depth (Shafeen 

et al. 2004). Typically, storage depths greater than 800m are desired such that CO2 will 

exist in the supercritical state in the formation (Hitchon and Alberta Research Council. 

1996). In this simulation set, the effect of varying injection and storage depth is 

implemented by changing the simulation temperature and pressure to reflect typical 

temperatures and pressures at depths of 800 to 2200 m.  
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Figure 4.8: Simulated aqueous, mineralized, trapped, and gaseous CO2 in millions of 

metric tons in a porous saline aquifer over 50 years due for varied storage depths. The 

red line represents the high depth of storage scenario (2200 m), and the blue represents 

the low depth scenario (800 m). 

 

 The simulated CO2 phase partition for depths of 800 m (low) and 2200 m (high) 

are shown in Fig. 4.8. The figure shows that there is an increase in the mass composition 

of aqueous CO2 as depth increases. During the injection phase, this rate of increase in 

dissolved CO2 at the higher depth is over 20% greater than the rate at the lower depth. 

Post injection, the simulated rate of increase in the aqueous CO2 composition for the 

greater depth system is more than 2 times the rate aqueous CO2 increases for the lower 

depth system. The plot of the mass comparison of mineralized CO2 shows that the rate 

of mineralization is significantly higher in the system with greater depth. Hence, the 

amount of trapped CO2 is also higher for the deeper storage depth. This implies that the 

remaining gaseous CO2 is lower in the greater depth system than in the lower depth 

system. 

The key parameters that control gas dissolution in a solution include salinity, 

pressure, and temperature (Spycher, Pruess, and Ennis-King 2003; Lagneau, Pipart, and 

Catalette 2005). Since the salinity for the simulation performed for the low and high 
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case is the same, the temperature and pressure are the notable parameters impacting 

CO2 solubility in this case. The increase in CO2 concentration is thus a function of 

pressure and temperature (Benson and Cole 2008). The result in Fig. 4.8 shows that the 

mass aqueous composition of CO2 increases significantly during the injection phase in 

both systems. Injection creates higher pressure conditions in both the deeper and 

shallower aquifers such that conditions are more comparable in the two formations 

during this time. However, the rate of dissolution changes post injection when the 

injection pressure has dissipated to create pressure and temperature difference which 

dominates the CO2-brine reaction. Hence, a higher rate of solubility trapping is evident 

at deeper depths. The increased solubility results in increased mineralization in the 

deeper formation. The change of mineralization rate here can also be due to increased 

reaction rate with increasing temperature. This reflects that conditions liberating more 

Ca2+, Fe2+, and Mg2+ can accentuate the rate of mineralization during the injection and 

monitoring periods.  
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4.3.2.3 Effect of Porosity 

 

Figure 4.9: The mass comparison in simulated millions of metric tons of the aqueous, 

mineralized, trapped, and gaseous CO2 in porous saline aquifer over 50 years due in 

formations with varying porosity. The red line represents the high formation porosity 

scenario, and the blue represents the low formation porosity scenario. 

 

 Fig. 4.9 shows that the mass of aqueous CO2 is higher in more porous 

formations. This indicates that a more porous formation promotes higher CO2 

dissolution in the brine. In this study, we see that the trend in evolution of aqueous 

dissolution of CO2 into the brine maintains a similar divergence throughout the 

simulation timeline. During this timeline, the maximum aqeous mass difference 

observed due to the thirty percent difference in porosity is 0.09 million tons of CO2. 

Given the higher aqueous composition in the higher porosity case, a higher 

mineralization rate also occurs during the injection period. However, the mineralization 

rate for less porous aquifers becomes higher over time and surpasses that for the higher 

porosity formation. This increasing mineralization rate results in overall similarity in 

the mass quantity of trapped CO2 at the end of the simulation period. The remaining 

gaseous CO2 at the end of the 50 year simulation is also similar.  
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The results from this simulation show that the larger brine volume associated 

with higher porosity allows for increased dissolution of CO2 into the aqueous phase. 

Hence, the smaller brine volume in the aquifer with lower porosity limits CO2 

dissolution. Porosity also influences the evolution of ion concentrations in the brine and 

thus the rate of attainment of saturation conditions for mineral precipitation. The result 

shows that lower system porosity results in faster attainment of saturation conditions 

which favor mineralization (Fig 4.10). The key mechanism is that with high porosity, 

you have more water, and less rock, hence increased aqueous CO2 and less mineralized 

CO2. CO2 mineralization requires dissolution of primary minerals which have smaller 

volume fractions in a rock with higher porosity.  

 

Figure 4.10: Saturation index of Siderite mineral after 10 years period. The position 

saturation index shows that siderite is precipitating in the system. The low porosity 

model has more precipitating region. 
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4.3.2.4 Effect of Permeability 

 

Figure 4.11: Simulated mass comparison in millions of metric tons of the aqueous, 

mineralized, trapped, and gaseous CO2 in porous saline aquifer over 50 years due to the 

impact of permeability. The red line represents the high aquifer permeability scenario, 

and the blue represents the low aquifer permeability scenario. 

 

The simulated influence of aquifer permeability on CO2 sequestration efficiency 

is shown in Fig. 4.11. The figure shows that the aqueous mass of CO2 dissolving into 

the brine is higher during the first 10 years of injection in the case of low permeability. 

However, the rate of CO2 dissolution in the low permeability model became smaller 

than the rate of CO2 dissolution in the high permeability model after injection stops. As 

such, the total aqueous composition in the high permeability simulation became higher 

than the low permeability model after 20 years. The mineralized CO2 plot shows that 

the rate of mineralization is directly proportional to the rate of CO2 dissolution into the 

brine. More interestingly, the amount of CO2 mineralization plateaus in the low 

permeability scenario at certain intervals.  

This phenomenon of the plateauing amount of mineralization highlights the key 

mechanism controlling the geochemical reaction in a permeability-controlled system. 

When temperature, salinity, and pressure conditions are kept constant, the rate of CO2 
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dissolution into the brine is controlled by the surface area of CO2 in contact with the 

brine (Hendriks and Blok 1993). When the permeability is high, the injected CO2 attains 

high mobility as it migrates away from the point of injection. The injected CO2 interacts 

with more brine during migration which allows for more CO2 dissolution. Therefore, a 

highly permeable formation has a high contact area between CO2 and brine. 

However, Fig. 4.12 shows that the mobility of the injected CO2 under the 

elevated pressure conditions associated with injection result in a higher aqueous CO2 

composition in the low permeability system. This is because the high-pressure 

condition of injection improves the lateral extent of the relatively uniform migration 

front of CO2 acidified brine in the low permeability model. This condition increased 

the volume of brine in contact with the injected CO2 to establish high CO2 dissolution 

into the brine during the early phase of injection. The absence of the injection pressure 

post injection causes a reduction in the mobility of the injected CO2. Hence, this results 

in less CO2 dissolution as majority of the injected brine remain in the aquifer region 

where the brine is saturated with CO2. As a result, the gas saturation in the injection 

region at 50 years in the low permeability model remains high while the high 

permeability model shows sighificant reduction in the gas saturation condition. 
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Figure 4.12: The migration pattern of CO2 acidified brine in the Low and high 

permeability system during the injection period (5 years, 10 years) and at the end of the 

study period (50 years). 
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4.3.2.5 Compiled Effects of Reservoir Properties on CO2 Trapping 

 

Figure 4.13: Simulated mass comparison in millions of metric tons of the difference 

between the trapped CO2 in the high and low case scenario of the aquifer properties. 

The blue, orange, yellow, and purple bar represents the depth, permeability, carbonate, 

and porosity, respectively. A bar with a value of 2Mt means that the difference in 

trapped CO2 for the high scenario and low scenario is 2Mt. 

 

 Figure 4.13 shows that during the injection stage of the project, understanding 

the amount of carbonate mineralogy of an aquifer will have the most significant impact 

on predicting the evolution of injected CO2. This study shows that the early phase of 

injection is critical when an aquifer has a higher chance of liberating divalent ions that 

mineralize CO2. To optimize the potential to mineralize more CO2 during the early 

phase of the CO2 sequestration project in a high carbonate formation, it would be 

necessary to design an injection routine to exploit the mineralization potential.  

Post-injection of CO2, the depth of storing the CO2 has the most impact on the 

evolution of CO2. Generally, the depth of storage can be influenced by a confluence of 

factors like exploration cost, or availability of suitable caprock . However, this study 

based on the geochemical perspective presents that the depth of storage has a substantial 

impact on the evolution of CO2 throughout the project lifespan, especially after 

injection. In this study, the impact observed here can be attributed to the temperature 

and pressure conditions associated with deeper formations. Temperature relates to 
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reaction rate constant in Arrhenius equation and reaction rate constant relates to the 

kinetic rate law for mineral dissolution and precipitation (Lasaga 1984; C. I. Steefel and 

Lasaga 1994). Ultimately, increasing temperature increases the geochemical reaction 

rate. These geochemical reactions of acidified brine and rock minerals start by CO2 

solubility in the brine. Therefore, ensuring more CO2 solubility into the brine can aid 

the reaction.  

Porosity and permeability are the two key hydrogeological properties studied 

here. Fig 4.13 shows that porosity can be considered to marginally impact the evolution 

of stored CO2 in the porous aquifer as it has the least impact on the difference between 

the amount of gaseous CO2 that evolved in the high and low case scenarios.  On the 

other hand, permeability can be ascribed to have an impact on CO2 evolution. During 

the injection stage, CO2 evolution favors a low permeability scenario, hence the 

negative net effect on CO2 trapping. Higher permeability is favored post-injection. 

These two stages of response due to the effect of permeability could be explained by 

how the CO2 flow in brine is controlled. For sufficient CO2-brine interaction to occur 

during the advection-driven flow of CO2 in brine, the aquifer needs flow conditions that 

create a balance between residence time for CO2-brine interaction and migration for 

CO2 to interact with less saturated brine. During the high-pressure condition of injection 

that ensures migration, CO2-brine interaction in less permeable formation becomes 

optimal.  Conversely, the high permeable formation is favored when injection stops. 

 

4.4 Conclusion 

 This study evaluates the extent of the impact of aquifer properties on the 

evolution of CO2 securely sequestered in the storage aquifer. The aquifer properties that 

were evaluated include the porosity, depth of storage, permeability, and fraction of 

carbonate minerals. The aquifer properties of the Paluxy formation are used to 

parameterize a base model for this analysis. This base model demonstrates the overall 

geochemical evolution for CO2 trapping in the aquifer. The aquifer properties of the 
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base model are successively changed with high and low aquifer property values to 

understand how the change in property affects the trapping potential of the aquifer. 

This analysis takes advantage of the ability of numerical simulations to predict 

the evolution in the formation. Several studies have previously tried to explain the 

relationship between CO2 sequestration and various factors that can affect the process. 

These explanations have looked at all the scales of the processes involved. This study 

takes a field-scale approach by developing a simulation that monitors the evolution of 

CO2 mineralization, solubility trapping, and gaseous CO2 as a result of changing aquifer 

properties. We have observed that the impact the aquifer properties have on CO2 

evolution depends on both the stage of the sequestration project and the aquifer 

properties.  
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Abstract 

Sequestration of CO2 is a technology that can help permanently store large-scale 

volumes of CO2 in subsurface aquifers, reducing the amount of CO2 emission to the 

atmosphere. The target subsurface aquifers are typically thoroughly investigated before 

they can be used for sequestration purposes. This site investigation process inspects 

aquifer properties to access storage capacity, potential environmental safety, and 

suitability for trapping and permanent sequestration of the injected CO2. The suitability 

of an aquifer for permanent CO2 trapping is often assessed via reactive transport 

models. Simulations are often constructed based on limited data, and measurements of 

formation properties from a limited number of core samples. As such, simulations often 

consider homogenous formation properties. In reality, aquifer properties are 

heterogeneous and the impact of these heterogeneities on simulated CO2 trapping 

mechanisms and efficiency is not well understood and is the focus of this work. This 

study analyzes aquifer heterogeneity's impact on CO2 trapping efficiency. Reactive 

transport simulations are used in this study to compare how aquifer heterogeneity 

impacts CO2 evolution from gaseous to aqueous and, finally, mineralized CO2 over 

varying temporal and spatial scales. Heterogeneous models that consider porosity 

heterogeneity, carbonate mineralogy heterogeneity, and temperature gradient are 

compared to a homogenous model to understand the implications of aquifer non-

uniformities on predicted CO2 sequestration efficiency in a porous aquifer. The 

comparison of the uniform model to the heterogeneous model result shows that 

mailto:leb0071@auburn.edu
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studying an aquifer as a homogeneous model will underestimate the sequestration 

efficiency during the injection phase of CO2 sequestration in a porous saline aquifer.  

During the post-injection phase of CO2 sequestration, homogenization of porosity and 

carbonate mineralogy value the aquifer properties yields an overestimation of the 

sequestration efficiency. Considering temperature and pressure gradient in the 

modeling of the aquifer to study sequestration efficiency of CO2 in a formation 

consistently produced a higher sequestration efficiency than the homogenized aquifer 

temperature and pressure value. The maximum deviation between the homogeneous 

and heterogeneous model at the end of the study period is approximately 10% of the 

evolved supercritical CO2.  

 

5.1 Introduction 

 In recent years, the renewable energy profile is increasing in the energy 

portfolio(McCrone et al. 2015). Nevertheless, increasing energy demands necessitate 

continued energy production through hydrocarbons(Begum et al. 2015). Unfortunately, 

CO2 emissions continue to increase as a consequence of hydrocarbon energy 

generation(Arnette 2017; Edmonds, Freund, and Dooley 2001). Carbon capture and 

geologic storage, however, provide a pathway for reducing CO2 concentration in the 

atmosphere and eventually achieving net-zero carbon emission in the future(Ciferno et 

al. 2009). This technology averts the release of CO2 into the atmosphere by capturing 

it and then injecting the CO2 into subsurface geologic formations(Freund 2003). Large 

scale and widespread application of this technology will involve the utilization of 

porous saline aquifers as storage reservoirs due to their ubiquity and enormous available 

storage volume(IPCC 2005; NETL 2015).  

 Pre-injection of CO2, the storage aquifer is expected to be geologically stable 

against potential tectonic activities, porous, permeable, sufficiently deep, and sealed by 

impermeable rocks called the caprock(Bentham and Kirby 2005).  Therefore, each time 

the subsurface is utilized for the development of CO2 sequestration technology, there 
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are myriads of potential considerations to guarantee the success of the project. 

Subsurface site investigation is one of the major approaches to ensure that storage 

aquifers meet these guidelines to guarantee the success of the project and the onsite 

safety of all concerned stakeholders involved in the project(Doughty et al. 2007). 

Hence, the site investigation process is initiated before developing a project to evaluate 

the several conditions that present opportunities and threats to the successful 

completion of the intended project(Niemi et al. 2017). An intensive subsurface site 

investigation is one of the major prerequisites to guaranteeing the onsite safety of all 

concerned stakeholders involved in the project (NETL 2015). The prohibitive cost of 

these site investigations implies that a select portion of the site is investigated.  Hence, 

the suite of geological wellbore log information and core sample data used for 

estimating and evaluating the storage capacity and response of the entire formation to 

CO2 injection is estimated from select points in the formation. Nevertheless, the 

borehole logging, geophysical mapping, core sample analysis, well testing, and 

geological mapping from these select spots still provide meaningful overall insights 

into the suitability of the target formation to store CO2 storage. 

 However, the results from the field-scale site investigation show that the aquifer 

properties vary at different locations in the same aquifer (Zemke, Liebscher, and 

Wandrey 2010). Moreover, the heterogeneity of aquifer properties has been found to 

impact aquifer processes like fluid flow in aquifers (Wardlaw and Petroleum 1976; 

Weber 1982). Since aquifer properties have been understood to control the CO2-brine 

interaction, an understanding of the impact of geologic heterogeneity encountered 

during the migration of the injected CO2 away from the point of injection becomes 

necessary.  

 These formation heterogeneities are typically considered to be a result of the 

evolution in the grain size, geometry, and internal structure of the original sediment 

composition of the aquifer to the final structural features and diagenetic alterations 

(Morad et al. 2010). Lithological heterogeneities can result from various features like 
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the alternating presence of good reservoir facie with poor quality facies as seen in 

Stuggart formation (Förster et al. 2006), or the presence of faults in a formation (Juhlin 

et al. 2007) which are all critical details that inform the vicinity and depth of injecting 

CO2 in the subsurface. These lithological features influence the heterogeneity of 

porosity and permeability of the formation. The lithological influence on the 

hydrogeological features affects the rate and transport of fluid in the subsurface which 

has been found to impact the CO2-migration front to cause a fingering effect and 

ultimately impact injectivity(Lengler et al. 2010). Consequently, the micro-scale 

through hecto-scale heterogeneities in the formation exert influence to the formation 

that needs to be understood.   

 Numerical modeling is a tool that has been useful to provide insight into the 

field-scale behavior of CO2 injected into the subsurface (Ennis-King and Paterson 2003; 

Xu, Apps, and Pruess 2004; Riaz et al. 2006). Numerical simulations have used to 

couple the complexity of various subsurface conditions that affect CO2 storage and have 

been typically been used to extrapolate the experimental observations (Beckingham et 

al. 2016). In other cases, numerical modeling has been used independently to 

understand potential evolution in a storage site and the simulation results have been 

compared to field observation (Doughty et al. 2007; Hovorka et al. 2004). Essentially, 

the ability to fundamentally access a formation through field scale numerical modeling 

can be utilized to determine the geochemical suitability of a formation. From the 

geochemical evolution standpoint, a suitable site must ensure the mineralization of the 

injected CO2 in a storage site (Zhang and DePaolo 2017). CO2 mineralization is the 

conversion of the CO2 to carbonate rocks to permanently sequester the CO2. CO2 

mineralization is preceded by the trapping of the injected CO2 by the caprock termed 

structural trapping and the dissolution of CO2 in the brine through solubility trapping 

and residual trapping(Gaus et al. 2008). 

 This study seeks to understand the geochemical impact of spatial heterogeneity 

of aquifer properties on CO2 trapping. The study uses numerical modeling to analyze 
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the CO2 mineralization efficiency in a heterogenous aquifer by comparing it to the 

simulation result of a homogenous aquifer. The model used for the study will consider 

spatial heterogeneity of porosity in the model. The other model presented in this study 

will capture the spatial heterogeneity of carbonate mineralogy in the model and, the last 

model will capture the variation of aquifer temperature and pressure properties based 

on geothermal and pressure gradients. Ultimately, an equal volume of CO2 will be 

injected into the homogeneous and heterogenous model to understand the role 

heterogeneity plays during the subsurface injection of CO2 into the porous aquifer. Then 

the simulation result will be analyzed to understand how the heterogeneity associated 

with geothermal gradient effect on temperature, porosity, and carbonate mineralogical 

composition factor would impact the sequestration efficiency of a heterogeneous 

formation. In this study sequestration efficiency simply refers to the rate at which the 

supercritical CO2 injected into the storage aquifer evolves to be dissolved into the brine 

or mineralized as carbonate minerals in the formation. 

5.2 Method 

5.2.1 System Setup 

 The simulation approach adopted here aims to help understand the effects of 

spatially heterogeneous aquifer properties on CO2 sequestration efficiency. Here, two 

sets of field scale simulations are developed, one with homogeneously distributed 

properties and the other with variations in aquifer properties. The average properties 

for the two sets of simulations are equivalent such that this study evaluates the potential 

impact of heterogeneity on simulated site evolution even after an excellent site 

investigation study has been carried out. 

 The TOUGHREACT reactive transport simulator was used for this field-scale 

modeling. The simulator couples subsurface multiphase transport and reaction and uses 

the ECO2N fluid property module to handle the CO2 and water thermophysical 

properties under the typical range of temperature and pressure conditions of a saline 

aquifer (Tianfu Xu, Eric Sonnenthal, Nicolas Spycher 2017; Pruess 2005). The model 
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presented in this study investigates the impact of aquifer heterogeneity on the extent of 

CO2 trapping in porous saline aquifers using a radially symmetrical two-dimensional 

model.  

 Two sets of models were developed for this study. The first set is a 

homogeneous model. The homogeneous model is initialized with the aquifer properties 

of the Paluxy formation located in the southern region of the United States which is 

being considered as a potential CO2 storage formation is used to define the condition 

for the homogeneous model (Jalali et al. 2021; Qin and Beckingham 2019; Kuuskraa, 

V., Koperna, G., & Riestenberg 2020). 

 The second set is the heterogeneous model. In the heterogeneous model, each 

aquifer property evaluated for its impact on sequestration efficiency in this study was 

spatially varied to create an independent heterogeneity of that property in a 2-D model. 

The spatial heterogeneity is developed in the grid cells by stochastic assignment of 

aquifer properties to the grid cells of the model. Despite the random assignment of 

aquifer properties to the grid cells, the average value of the aquifer properties used to 

initialize the entire grid cells in the heterogeneous model will match the initial condition 

assigned to the entire grid cells for the homogeneous model.  

 For instance, in the model developed to consider porosity heterogeneity, the 

heterogeneous simulation randomly assigned five different porosity values to the 

aquifer ranging from 10% to 40%. However, the average porosity value of porosity for 

the entire heterogeneous grid cells is 25% which is equivalent to the porosity value of 

the Paluxy formation which is used to initialize the homogeneous model. Similarly, the 

model for evaluating the impact of carbonate mineral heterogeneity in the rock matrix 

was developed using five different carbonate abundance. These five rock sample 

characterizations were randomly assigned to still maintain a carbonate mineral 

abundance equivalent to the homogeneous system. Lastly, a non-isothermal model 

setup is used to depict the subsurface temperature variation with the geothermal 
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gradient. The temperature at the center of the aquifer thickness is used to initialize an 

isothermal model for the homogeneous simulation.  

 

 

Simplified randomized grid block 

parameter initialization of heterogeneous 

formation 

 

Simplified uniform grid block parameter 

initialization for the homogeneous 

formation 

Figure 5.1: A demonstration of the difference in the model setup for the study on the 

effect of aquifer heterogeneity on sequestration efficiency. The heterogeneous model 

shows the different cases of possible aquifer values assignment for each grid cell. 

 

 Essentially, the simulation approach adopted in this study is based on using the 

average value of the spatially heterogeneous aquifer to define the homogeneous model. 

Therefore, the practical implication of this investigation is that the result of this study 

could be interpreted as a study that aims to explain the geochemical advantage of taking 

more multiple data points during site investigations over the prevalent practices of 

adopting parameters that define the aquifer from fewer data points. As already pointed 

out in the introduction, some constraints make the practicality of taking multiple data 

points that could be represented by thousands of grid points in numerical models 

unfeasible. This study tries to answer this question by evaluating the heterogeneities 

associated with porosity, carbonate mineralogy, and temperature and pressure condition 

of a formation before CO2 injection. 
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Table 5.1: Simulation parameter values for each considered aquifer property. Aquifer 

formation properties for acting and proposed CO2 reservoir formations were collected 

from the literature. The values are representative of the range of aquifer properties in 

these target formations and do not necessarily correspond to the exact values. The 

heterogenous values are chosen so that the aquifer value could be numerically the 

average of the homogeneous model. 

Model Setup Porosity Carbonate 

mineralogy  

 

Heterogeneous 

model 

 

Case 1 10% 2% 

Case 2 20% 5% 

Case 3 25% 11.5% 

Case 4 30% 16% 

Case 5 40% 21% 

Homogeneous model  25% 11.5% 

 

 The properties of the Paluxy formation in the southeastern region of the United 

States as obtained from the literature and given in Table 2 (Qin and Beckingham 2019). 

The mineral composition includes quartz mineral composition of 76.45% abundance, 

calcite at 9.63%, siderite at 1.98%, and smectite, K-feldspar, and muscovite with the 

mineral abundance of 8.23%, 3.50%, and 0.31% respectively. The model in this study 

is set up such that the mineral abundance is scaled up or down to accommodate an 

increase or decrease in porosity when the porosity heterogeneity is considered. The 

hydrostatic pressure gradient is 0.43 psi/ft (Pashin et al. 2008). The temperature was 

calculated based on the surface temperature of 20oC and temperature gradient of 

20oC/km (John Warner 1993; Nathenson and Guffanti 1988). The aquifer was 

discretization of 20 layers is adopted. A uniform and logarithmically increasing radial 

discretization was adopted with the lateral boundary considered to be at infinity to 

mimic constant temperature, concentration, and pressure conditions at the boundaries. 

The quartz mineralogical composition of the formation is adjusted to accommodate the 

variation in carbonate mineral fraction. Quartz has been shown to minimally affect 

geochemical reactions because of its slow kinetics (Tullis and Yund 2015). Table 2 and 

Table 3 have more information on the mineral composition, the reactive surface area of 

primary minerals, and the reactive surface areas of secondary minerals used in this 

simulation. 



151 
 

 

Table 5.2: Base case mineral composition, mineral abundance, volume fraction, and 

reactive surface area of primary minerals(Qin and Beckingham 2019), and reactive 

surface areas of secondary minerals (Xu, Apps, and Pruess 2004). 

Mineral Mineral Reaction Mineral 

Abundance 

(v%) 

Surface 

Area 

(m2g-1)  

Quartz Quartz = SiO2(aq) 76.45 2.59E-2 

Calcite CaCO3 + H+ = Ca2+ + HCO3
- 9.63 1.42E-3 

K-Feldspar K-Feldspar + 4H+ = K+ + Al3+ 

+SiO2(aq) + 2H2O 

3.50 1.15E-3 

Smectite Smectite + 7.8H+  = 0.2K+ + 

1.25Al3+ + 3.5SiO2(aq) + 4.9H2O 

+ 0.7Fe2+  + 0.1Na+ + 

0.025Ca2+ + 1.15Mg2+ + 

0.05O2(aq) 

8.23 1.63E+1 

Muscovite Muscovite + 10H+  = 3SiO2(aq)  

+ 6H2O + 3Al3+ + K+ 

0.31 
1.10E+0 

Siderite Siderite + H+ = HCO3
- + Fe2+ 1.98 6.49E-4 

Kaolinite Kaolinite + 6H+ = 5H2O + 

2Al3+ + 2SiO2(aq) 

 9.8 

Gibbsite Gibbsite + 3H+ = 3H2O + Al3+
  9.8 

Albite Albite + 4H+ = 2H2O + Al3+  + 

Na+ + 3SiO2(aq) 

 9.8 

Ankerite Ankerite + 2H+ = Ca2+ + Mg2+  

+ 2HCO3
- 

 9.8 

Chlorite Chlorite + 10H+ = 2Fe2+ + 

SiO2(aq)  + 2Al3+ + 7H2O 

 9.8 

Chalcedony Chalcedony = SiO2(aq)  9.8 

Dolomite   9.8 
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Table 5.3: Fixed aquifer properties of the formation obtained from the literature. 

Geothermal gradient(John Warner 1993; Nathenson and Guffanti 1988). Hydrostatic 

gradient(Pashin et al. 2008), liquid relative permeability and capillary pressure(Van 

Genuchten 1980), and gaseous relative permeability(COREY and T. 1954). 

Parameter Value/description  

Geothermal gradient 20oC/km 

Hydrostatic gradient 0.43 psi/ft 

Salinity (mass 

fraction) 

0.06 

CO2 injection rate 20kg/s 

   

 

Relative permeability 

 

 

Liquid 

𝐾𝑟𝑙 =  √𝑆∗ {1 −  (1 −  [𝑆∗]
1
𝑚)

𝑚

}
2

 

𝑆∗ =  (𝑆𝑙 − 𝑆𝑙𝑟)/(1 −  𝑆𝑙𝑟) 

Irreducible water saturation, 𝑆𝑙 = 0.30 

Exponent, m = 0.457 

Gas 

𝐾𝑟𝑔 =  (1 − 𝑆)2 (1 − 𝑆2) 

𝑆 =  
(𝑆𝑙 −  𝑆𝑙𝑟)

(𝑆𝑙 − 𝑆𝑙𝑟 −  𝑆𝑔𝑟)
 

Irreducible gas saturation, 𝑆𝑔𝑟 = 0.05 

Capillary Pressure  
𝑃𝑐𝑎𝑝 =  −𝑃𝑜([𝑆∗]−

1
𝑚 − 1)1−𝑚 

𝑆∗ =  (𝑆𝑙 − 𝑆𝑙𝑟)/(1 −  𝑆𝑙𝑟) 

Irreducible water saturation, 𝑆𝑙 = 0.30 

Exponent, m = 0.457 

Strength coefficient, 𝑃𝑜 = 19.61kPa 

 

 A single CO2 injection well of eight meters injection screen thickness is used 

for simulation into an initially saturated with a brine solution. Two-dimensional 

simulations of the injected CO2 gas bubble used the van Genuchten function for 

capillary pressure and the van Genuchtem-Mualem model for water relative 

permeability, respectively (Mualem 1976; Van Genuchten 1980). The gas relative 

permeability for the two-phase system was modeled with Corey’s curve (COREY and 

T. 1954). For this simulation, the activity of aqueous species is modeled using the 

extended Debye-Huckle equation (Helgeson and Kirkham 1974; Helgeson 1981).  

 The simulation steps included the equilibration of the formation mineral with 

brine, followed by constant CO2 injection at 20 kg/s injection rate for ten years of 

simulation into the aquifer, and geochemical monitoring simulation of the injected CO2 
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for forty years duration. The initial brine composition was determined via water-rock 

equilibration using a molal solution of sodium chloride until the brine-rock system 

attained equilibrium (Xu, Apps, and Pruess 2004).  

 As simulations progressed, the relative quantity of the aqueous, supercritical, 

and mineralized CO2 in the system was tracked. For a given aquifer volume and 

porosity, the aqueous CO2 mass is a function of water saturation, water density, and 

CO2 mass fraction in water. The amount of supercritical CO2 in the system is directly 

proportional to gas saturation and gas density for a given volume of the porous 

formation. The mass per unit volume of the carbonate precipitation over time is used to 

calculate the total CO2 sequestered in the mineral phase. This result of the total 

sequestered CO2 in the mineral phase is multiplied by the aquifer volume to obtain the 

cumulative mass of the mineralized CO2. The degree of deviation from the homogenous 

aquifer and the heterogeneous aquifer is what will be determined as the impact of 

heterogeneity. Understanding the degree of this deviation of the heterogonous 

formation from the homogenous formation is necessary given that most natural aquifers 

have heterogeneous properties.  

 

5.3 Result and Discussion 

 This section study presents the simulation results. Here we will compare the 

geochemical evolution of CO2 in the homogeneous model with the heterogeneity model 

for each case of heterogeneity discussed here for a porous aquifer. The analysis will 

consider how heterogeneity in aquifer properties impacts sequestration efficiency. 

Where sequestration efficiency is the analysis of the amount of injected CO2 that 

evolves from supercritical CO2 to mineralized and aqueous CO2. The term trapped CO2 

will be used here to refer to the summation of the amount of mineralized and aqueous 

CO2 during the CO2 sequestration process. Hence, the four parameters discussed here 

will focus on the evolution of the supercritical, mineralized, dissolved, and trapped 

CO2. 
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5.3.1 Effect of Carbonate Mineralogy Heterogeneity 

 The effect of varying compositions of carbonate mineralogy at different grid 

cells in the model is shown here. Other aquifer properties are set as the value of the 

homogeneous model. The result of the simulated mass change in the amount of injected 

CO2 for a carbonate-mineral heterogeneous and homogeneous formation is shown in 

Fig. 2. The result shows that the rate at which the injected CO2 evolves into aqueous 

and mineralized CO2 is greater during the injection phase for the heterogeneous model 

compared to the carbonate homogeneous model. As the reaction progresses the rate of 

aqueous dissolution and mineralization of CO2 into the system becomes greater in the 

homogeneous model. Unlike in the aqueous CO2 evolution where the rate of aqueous 

dissolution changed instantaneously, the transition happened over a prolonged period 

for the mineralization evolution.  

 The trapped CO2 plot which combines the aqueous and mineralized CO2 

evolution shows that a heterogeneous carbonate mineralogy formation shows a higher 

estimation of sequestration efficiency in the early stages of the injection and 

sequestration phase. However, the homogenous system performed better in lowering 

the amount of supercritical injected CO2 composition in a long-term perspective as 

depicted by the values at the end of the study period. Interestingly, the slightly over 0.2 

million tons of deviation in the amount of trapped CO2 was 75% a function of more 

aqueous dissolution of CO2 in the homogenous model at 50 years. 

 One of the key drivers of the observation of carbonate heterogeneity is because 

carbonates in acidified brine undergo relatively fast dissolution to increase porosity and 

liberate divalent cations that encourage mineralization in the CO2-acidified brine 

system(SHE et al. 2016; Smith et al. 2013). This ability to increase pore volume in a 

brine-saturated environment increases the brine volume available for supercritical CO2 

to dissolve into the aqueous phase. The effect of more divalent cation dissolution in 

brine through carbonate dissolution is a more favorable condition for the mineralization 
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of CO2. The prolonged mineralization transition phase observed in figure 2 unlike the 

fast aqueous transition is a result of a kinetically controlled process of mineralization 

that is significantly slower than the transport-controlled process of aqueous dissolution. 

The time for this transition to occur in a particular storage site will depend on the unique 

kinetic and geochemical properties that characterize the formation. 

 The heterogeneous model has a mineral composition as high as 35% percentage 

carbonate composition. Therefore, the early trapping benefits of a heterogenous model 

over the homogenous model could be a result of the higher reactivity occurring at these 

high carbonate locations in the heterogeneous model. The progression of the reaction 

will result in a reduction of carbonate volume fraction which will eventually make the 

homogenous model have more number of high carbonate sites in the domain. This is 

the point when the observed transition in the amount of trapped CO2 begins to favor a 

homogeneous system. These simulation results show that when the overall carbonate 

composition is equal in a domain, the domain with more sites with a higher fraction of 

carbonate minerals will create high reaction sites that favor mineral dissolution to 

liberate more positive divalent cations like calcium, magnesium, and iron which aid 

CO2 mineralization.  
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Figure 5.2: Comparison of the simulated aqueous, mineralized, trapped, and gaseous 

CO2 in millions of metric tons over 50 years for simulations with varying carbonate 

mineral fractions. The red line represents the carbonate heterogeneity model, and the 

blue represents the homogeneous model. 

 

5.3.1.2 Effect of Porosity Heterogeneity 

  Fig. 3 shows a higher rate of CO2 mineralization in the porosity 

heterogeneous model throughout the study period. While the heterogeneous model 

mineralized approximately one hundred and twenty thousand more CO2 than the 

homogenous model during the injection phase, the homogenous model mineralized 

approximately one thousand more tons of CO2 per year relative to the heterogeneous 

model after the injection phase of CO2. The aqueous CO2 dissolution in both models 

reflects this trend. The heterogeneous porosity setup of the model encouraged higher 

aqueous CO2  dissolution until the end of the injection phase as the mass of aqueous 

CO2 at the end of injection appears to be equal. From that point of mass of aqueous CO2 

intersection, the mass of aqueous CO2 in the homogeneous model maintains a higher 

rate of increase than in the heterogeneous model. 

 The trapped CO2 result shows that the sequestration efficiency of the porosity 

heterogeneous model gives a higher estimation than the homogeneous model during the 
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injection phase. As the mineralization rate and the aqueous dissolution rate decrease in 

the heterogeneous model, the trapped CO2 becomes higher for the homogeneous model 

to result in a better sequestration efficiency. Hence, there is lesser gaseous CO2 in the 

homogeneous model at the end of the study period. 

 Here, the porosity values of the various grid cells in the domain are the only 

difference between the homogeneous and heterogeneous models. The observation that 

the variation in porosity causes initial high rate mineralization could be due to the 

ability of CO2-saturated brine in grid cells with smaller porosity values to attain 

saturation conditions faster. Therefore the faster dissolution and mineralization in 

smaller pores encouraged the initial higher mineralization rate in the heterogeneous 

model. Typically, systems with faster dissolution conditions result in increased brine 

volume to accommodate more supercritical CO2 dissolution. We see here that aqueous 

CO2 was marginally higher in the heterogeneous model during the injection period 

when there is higher CO2 mineralization and a faster dissolution period in the 

heterogeneous model. This portends the reason why the low porosity grid cells are the 

drivers of the mineral reactivity that favors higher mineralization in the heterogeneous 

model. Over time, the dominating reaction site of the heterogeneous model will be the 

high porosity grid cells which were initially as high as 15% more than the initial 

porosity of the homogeneous model. When these high porosity sites start to dominate 

the reaction, the mineralization rate becomes higher for the homogeneous model to 

indicate a faster dissolution and mineralization in the pores of the homogeneous model. 

In a field or experimental study, this can be similar to when precipitates have clogged 

the pores to preclude reaction at certain pores(Lin et al. 2021; Miri and Hellevang 

2016). 

 The driving condition for reaction during the spatial variation in porosity is the 

spatial water-rock ratio in the grid blocks. Given equal availability of carbonate to 

mineralize the injected CO2, more reaction sites with lower water-rock ratios will attain 
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faster saturation conditions which determines the model that dominates in the rate of 

CO2 mineralization. 

 

Figure 5.3: Comparison of the simulated aqueous, mineralized, trapped, and gaseous 

CO2 in millions of metric tons over 50 years for simulations with varying carbonate 

mineral abundance. The red line represents the carbonate heterogeneity model, and the 

blue represents the homogeneous model. 

 

5.3.1.3 Effect of Temperature Gradient 

 The homogenous simulation in this case is modeled with uniform temperature 

throughout the domain. The heterogeneous model considers the effect of variations in 

temperature with depth. The result evaluates the sequestration efficiency of injected 

CO2 in the two models of the porous saline aquifer. Here, the simulation of CO2 

injection into the porous aquifer is modeled to be injected through the deepest part of 

the domain. Since temperature increases with depth, this also corresponds to the highest 

temperature region in the heterogeneous model.  

 The simulation result shows a similar trend in the behavior of the aqueous and 

mineralized CO2 but there is a higher rate of converting the injected CO2 to the aqueous 

and mineralized phase in the heterogeneous model. Consequently, the trapped CO2 

result shows that sequestration efficiency is estimated to be higher for the 
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heterogeneous model and the resulting mass of injected supercritical CO2 remaining in 

the heterogeneous model is smaller than in the homogeneous model for the whole study 

period. 

 The homogeneous and heterogeneous models have an equal average aquifer 

temperature condition. The difference is that the peak temperature condition of the 

heterogeneous model is higher and the CO2 injection occurs through the high-

temperature zone. Since the plot of the mass comparison of CO2 evolution shows that 

the heterogeneous model consistently maintained higher sequestration efficiency, this 

points to the importance of understanding the temperature and pressure condition of the 

target aquifer, especially in the vicinity of the injection zone. Poor understanding of the 

factors like temperature, as studied here, could lead to potential underestimation of CO2 

evolution at a storage site as the kinetic conditions that drive geochemical reactions 

may be significantly understimated. 

 

 

Figure 5.4: Comparison of the simulated aqueous, mineralized, trapped, and gaseous 

CO2 in millions of metric tons over 50 years for simulations with varying carbonate 

mineral fractions. The red line represents the carbonate heterogeneity model, and the 

blue represents the homogeneous model. 
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5.4 Conclusion 

 The major goal of this study is to investigate the implication of aquifer 

heterogeneity on sequestration efficiency. A homogeneous and heterogeneous model 

was developed to evaluate heterogeneity in the formation. Here, the heterogeneous 

model was initialized with a range of aquifer properties and was randomly distributed 

in the grid cells of a two-dimensional model such that the average value of the aquifer 

property is equal to the value of a homogeneous model. The deviation in the simulation 

results of the homogeneous and heterogeneous models were observed over a fifty years 

study period that comprised of an injection phase of ten years and a CO2 monitoring 

phase of forty years. 

 Numerical simulations have been a powerful tool to analyze the evolution in the 

formation. Previous studies have contributed to understanding the impact of aquifer 

heterogeneity on the CO2 sequestration process. This study presents heterogeneity as it 

affects field-scale sequestration of CO2 to provide the perspective on the aquifer 

property homogenization during the site investigation process that preceded every CO2 

sequestration development. Therefore, this study has uniquely used numerical 

modeling to understand if we need every detail of a well-characterized aquifer property 

before we can predict the evolution of gaseous CO2 to mineralized, and solubility 

trapping of CO2 as a result of changing aquifer properties.  
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Figure 5.5: Simulated mass comparison in millions of metric tons of the difference 

between the trapped CO2 in the homogeneous and heterogeneous model of the aquifer 

properties. The blue, orange, yellow, and purple bar represents the temperature gradient, 

permeability, carbonate, and porosity, respectively. A bar with a value of 2Mt means 

that the difference in trapped CO2 for the homogeneous model and heterogenous is 2Mt. 

 

 Fig 5.5 shows that the homogenization of the property of an aquifer obtained 

from site investigation studies will yield a lower estimate of the sequestration efficiency 

during the injection phase of injecting CO2 into a subsurface aquifer.  However, the use 

of one porosity and carbonate mineralogy value to homogenize the aquifer properties 

yields a higher estimation of the geochemical capability of a formation to trap the 

injected CO2 during the post-injection phase of CO2 sequestration. Using the variation 

of aquifer temperature and pressure properties to study the trapping of CO2 in a 

formation consistently produced a higher estimation of sequestration efficiency than 

the homogenized aquifer temperature and pressure value. Combining the differential 

analysis of figure 5.5 as a function of the maximum trapped CO2 we find that based on 

the unique properties of the model setup in this study, the maximum deviation between 

the homogeneous and heterogenous formation ranges from 60% during the injection 
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phase of the project to  10% at the end of the study period. Hence, the result of this 

study shows that estimating the sequestration efficiency of a formation will largely 

depend at the phase of the project. The approach, however, serves as a guideline for 

predicting the possible range of estimating sequestration efficiency of a potential target 

aquifer. 
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6. Chapter 6. Conclusions and contribution to new knowledge  

6.1 Assessment of Geochemical Limitations to Utilizing CO2 as a Cushion Gas in 

Compressed Energy Storage Systems 

 Chapter 2 presents a study that evaluates the principle of the cushion gas utilized 

in stabilizing the cyclic pressure associated with the injection and extraction flow 

condition during the operation of a compressed energy storage system. Since CO2 has 

been understood to have several advantages as a cushion gas, the aim of the study was 

to investigate the geochemical consequence associated with utilizing CO2 as a cushion 

gas of a compressed energy storage system developed in a porous saline aquifer. This 

analysis involved developing two core-scale reactive transport simulations. One 

reactive transport simulation models the case of CO2 sequestration which involves a 

one-directional flow of acidified through the model. The other novel reactive transport 

simulation model developed in this work models the cyclic flow condition of the 

compressed energy storage system. The advanced knowledge base for the CO2 

sequestration simulation serves as a benchmark to detect the possible deviation 

observed in the compressed energy storage simulation. 

 The simulation results yield geochemical indicators like influent and effluent 

species concentration, saturation indices, porosity evolution, and mineral precipitation 

and dissolution reactions. Comparing the results from both simulations from different 

stages shows that the injected CO2 initially creates conditions that favor mineral 

dissolution. However, the dissolution extent becomes limited in the cyclic flow 

condition of the compressed energy storage after the first injection cycle. This is why 

the domain of the CO2 sequestration model showed uniform increases in porosity over 

the length of the domain. In contrast, a non-uniform dissolution was observed in the 

cyclic flow condition as the porosity increase was observed at the inlet and outlet. 

 The new knowledge gained from the implication of this result shows that the 

rate and the extent of the geochemical behavior of CO2 in a cyclic flow condition allow 

CO2 to be a viable choice of cushion gas. This result shows the need for researchers to 
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evaluate the complete flow conditions in a system to understand the potential effect of 

the different flow conditions. The result of this study is informative to researchers who 

need more basis to explore the thermodynamic advantages of CO2 as cushion gas as 

thermodynamic analysis has shown that CO2 can improve the operational efficiency of 

the compressed energy system. 

 

6.2 Effect of energy storage on geochemical reactions in porous aquifer energy 

storage systems  

 Our previous study has established that CO2 can be used as a cushion gas in a 

compressed energy storage system. This study aims to utilize the novel simulation 

technique developed in the previous study to understand the geochemical reactivity of 

the system during the storage conditions of the compressed energy system. The 

previous work investigated a continuous cyclic condition of the cushion gas that occurs 

as the working gas is continuously used for injecting and extracting CO2 from the 

system. However, there is another scenario where the compressed energy system could 

be intermittently used for energy storage. Therefore, there is a need to understand how 

this condition affects the viability of CO2 as cushion gas. Here, we model an additional 

flow condition that comprises injection, storage, and extraction to understand how it 

differs from the continuous injection and extraction flow condition. 

 This study presented in Chapter 3, equally uses a reactive transport modeling 

developed in CrunchFlow to simulate the geochemical reactions induced by the 

injection and extraction flow regime as well as the injection, storage, and extraction 

flow regime for 15 years study period. The result of the study on operational schedule 

shows that while some reactivity might occur at the inlet of the domain, the pore 

structure of the inner domain is significantly preserved during the cycling of CO2 

acidified brine for both systems. Hence the geochemical indicators for both systems 

show that very small differences occur in the simulations for both flow conditions.  
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 This work provides new and valuable geochemical insights on the long-term 

utilization of CO2 as cushion gas under all possible operational scenarios (continuous 

operation and intermittent operation). It also provides the researchers the confidence to 

explore the other benefits of utilizing CO2 as a cushion gas in a compressed energy 

system. Using CO2 as cushion gas not only improve the operational efficiency of the 

system but also serves as an approach to sequestering large volume of the gas. 

  

6.3 Field Scale Insight Towards Understanding Impact of Aquifer Properties on 

Extent and Timeline of CO2 Trapping. 

 In the third work presented in Chapter 4, we aim to understand how aquifer 

properties impact the sequestering of injected CO2. This analysis takes advantage of the 

ability of numerical simulations to predict the evolution in the formation. Several 

studies have previously tried to explain the relationship between CO2 sequestration and 

various factors that can affect the process. These explanations have looked at all the 

scales of the processes involved. However, non of the studies have taken a field-scale 

approach to monitoring the evolution of CO2 mineralization, solubility trapping, and 

gaseous CO2 as a result of changing aquifer properties. The aquifer properties 

investigated in this study include porosity, permeability, carbonate mineralogy, and 

depth. The values of these aquifer properties were varied systematically in a base model 

to understand how these aquifer properties impact sequestration efficiency. The values 

used to vary the aquifer properties are the maximum and minimum values of the 

properties reported in the literature that we research. The value of the base model is 

based on the Paluxy formation located in the southeastern region of the united states.  

 The result of the TOUGHREACT reactive transport simulation tracks the 

amount of gaseous, aqueous, and mineralized CO2 after the injection and sequestration 

period. Therefore, the sequestration efficiency monitored here is defined as the rate at 

which the CO2 injected into the aquifer is converted to aqueous or mineralized CO2. 

The simulation results show that the aquifer properties impact the sequestration 
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efficiency. Also, the impact of aquifer properties on CO2 evolution depends on the stage 

of the sequestration project.  

 The new knowledge provided by the analysis of the work reveals that the 

amount of CO2 sequestered during the injection phase of the CO2 sequestration project 

depends on understanding the amount of carbonate mineralogy of an aquifer since 

carbonate mineralogy has the most significant impact on predicting the evolution of 

injected CO2. Post injection of CO2 into a target aquifer, the depth of the storage 

reservoir has the largest impact on the evolution of CO2. The findings from this research 

can be beneficial to research that aims to quantify the amount of injected CO2 in a 

prospective storage site that can be sequestered. The approach used in this study can be 

adapted for a unique site by using precise values of aquifer properties and kinetic 

parameters to understand key considerations in selecting a storage site for a CO2 

project. In addition, consideration of injection and the post-injection response of the 

aquifer to CO2 will help develop the best injection schedule to optimize CO2 

sequestration. 

 

6.4 Impact of Aquifer Heterogeneity on Simulated CO2 Trapping Mechanisms in 

Porous Saline Aquifers 

 The final work in Chapter 5 of this thesis focus on understanding heterogeneity 

impacts on CO2 trapping efficiency. The site investigation process conducted before 

CO2 injection into an aquifer inspects aquifer properties to access storage capacity, 

potential environmental safety, and suitability for trapping and permanent sequestration 

of the injected CO2. The suitability of an aquifer for permanent CO2 trapping is often 

assessed via reactive transport models. Simulations are often constructed based on 

limited data, and measurements of formation properties from a limited number of core 

samples. As such, simulations often consider homogenous formation properties. In 

reality, aquifer properties are heterogeneous and the impact of these heterogeneities on 

simulated CO2 trapping mechanisms and efficiency is not well understood and is the 
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focus of this work. This work presents a novel study of understanding how the 

heterogeneity of aquifer properties in a formation impacts sequestration efficiency.  

 Two sets of models were developed for this study. The first set is a 

homogeneous model. The second set is the heterogeneous model. In the heterogeneous 

model, the spatial heterogeneity is developed in the grid cells by stochastic assignment 

of aquifer properties to the grid cells of the model. Despite the random assignment of 

aquifer properties to the grid cells, the average value of the aquifer properties used to 

initialize the entire grid cells in the heterogeneous model will match the initial condition 

assigned to the entire grid cells for the homogeneous model.  

 The output of the TOUGHREACT reactive transport simulation is used to 

calculate the relative gaseous, aqueous, and mineralized CO2 for the homogenous and 

heterogeneous model for a 50 years study period. The result shows that the 

homogenization of aquifer property will relatively underestimate the sequestration 

efficiency during the injection phase of injecting CO2 into a subsurface aquifer.  

However, the use of uniform porosity and carbonate mineralogy value to homogenize 

the aquifer properties yields a relative higher estimation of the geochemical capability 

of a formation to trap the injected CO2 during the post-injection phase of CO2 

sequestration. Varying the aquifer temperature and pressure properties to study the 

trapping of CO2 in a formation consistently produced a higher estimation of 

sequestration efficiency than the homogenized aquifer temperature and pressure value.  

 The new knowledge provided by the analysis of the work shows an approach 

for potential range in the estimation field-scale of CO2 sequestration efficiency in a 

target formation. The deviation in the CO2 sequestration efficiency predicted by the 

homogeneous and heterogeneous model shows that understanding the temperature and 

pressure condition of the target aquifer is necessary for the accurate prediction of 

sequestration efficiency. The findings from this research are beneficial to serve as a 

guide for the pre-injection estimation analysis of future storage sites.  

 


